
Introduction to Many-body Theory  III

Part III:  Linear response and examples
  - Conserving approximations and TDDFT
  - The 2-particle Green’s function and optical spectra
  - Linear response
  - Examples:  Time-dependent screening in an electron gas



The Phi-functional

The self-energy can be written as the functional derivative 
of a so-called Phi-functional.
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hŴ i(t1) = � i

2

Z
dx1 d2⌃(1, 2)G(2, 1)

�[G] =
1X

n=0

1

2n

Z
d1d2⌃(n)

s [G](1, 2)G(2, 1+)

�D[G] = ⌃D[G](1, 2) =
��D

�G(2, 1)
= +

31

�vxc(3)

�vs(2)
=

Z
d4
�vxc(3)

�n(4)

�n(4)

�vs(2)
=

Z
d4 fxc(3, 4)�s(4, 2)

�

�vs(2)

Z
d3�s(1, 3)vxc(3) =

Z
d3�(2)

s (1, 2, 3)vxc(3) +

Z
d3d4�s(1, 3)fxc(3, 4)�s(4, 2)

⌃(1, 2) =
��

�G(2, 1)

[i@t1 � h(1)]G1(1, 1
0) = �(1, 10)� i

Z
d1̄w(1, 1̄)G2(1, 1̄; , 1

0, 1̄+)

[i@t1 � h(1)]G1(1, 1
0)] = �(1, 10) +

Z
d2⌃(1, 2)G(2, 10)

Z
d2⌃(1, 2)G(2, 1) = �i

Z
d1̄w(1, 1̄)G2(1, 1̄; , 1

+, 1̄+) =

i

Z
dx2w(x1,x2)h ̂†

H
(x1, t1) ̂

†
H
(x2, t1) ̂H(x2, t1) ̂H(x1, t1)i
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The Phi-functional can be defined as 
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In our example
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Proof:
Textbook Stefanucci,RvL
“Nonequilibrium many-body 
theory for quantum systems”

n-th order self-energy 



Approximate self-energies need not be Phi-derivable, for example
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is not a Phi-derivable self-energy

Theorem (Baym):   If a self-energy is Phi-derivable and we solve the Dyson equation self-consistently with this
                            self-energy then the conserving laws of energy, momentum and particle number are satisfied

For example:   self-consistent GW is a Phi-derivable approximation

The theorem is a consequence of the invariance of the Phi-functional under space and time translations as
well as gauge transformations

It is a many-body version of the Noether theorem



Conserving approximations in TDDFT 

We define the Hartree-exchange-correlation action functional by

Theorem 1: The Hxc potential
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satisfies the linearised Sham-Schlüter equation with a Phi-derivable self-energy
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M
]

lim
T!0

⌦ = E � µN

AHxc[n] = �i�[Gs[n]]

vHxc[n](1) =
�AHxc

�n(1)

31Proof:

vHxc[n](1) =
�AHxc

�n(1)
= �i

Z
d2d3d4

��

�Gs(3, 2)

�Gs(3, 2)

�vs(4)

�vs(4)

�n(1)

= �i

Z
d2d3d4⌃[Gs](2, 3)Gs(3, 4)Gs(4, 2)�

�1
s (4, 1)

Z
d1�s(4, 1)vHxc(1) = �i

Z
d2d3d4Gs(4, 2)⌃[Gs](2, 3)Gs(3, 4)

32

vHxc[n](1) =
�AHxc

�n(1)
= �i

Z
d2d3d4

��

�Gs(3, 2)

�Gs(3, 2)

�vs(4)

�vs(4)

�n(1)

= �i

Z
d2d3d4⌃[Gs](2, 3)Gs(3, 4)Gs(4, 2)�

�1
s (4, 1)

Z
d1�s(4, 1)vHxc(1) = �i

Z
d2d3d4Gs(4, 2)⌃[Gs](2, 3)Gs(3, 4)

32

vHxc[n](1) =
�AHxc

�n(1)
= �i

Z
d2d3d4

��

�Gs(3, 2)

�Gs(3, 2)

�vs(4)

�vs(4)

�n(1)

= �i

Z
d2d3d4⌃[Gs](2, 3)Gs(3, 4)Gs(4, 2)�

�1
s (4, 1)

Z
d1�s(4, 1)vHxc(1) = �i

Z
d2d3d4Gs(4, 2)⌃[Gs](2, 3)Gs(3, 4)

32

inverse density response
function 

which is precisely the LSS equation

Ulf von Barth et al.  
“Conserving approximations in TDDFT”, Phys.Rev.B72, 235109 (2005)
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and use that the Phi-functional is invariant under the coordinate change
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To first order in R(t) we have
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but since this is valid for arbitrary R(t) this implies
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The 2-particle Green’s function

We can expand the two-particle Green’s function using Wick’s theorem

5.3. Exact solution of the hierarchy from Wick’s theorem 139

requires an even number of interchanges and we recognize the noninteracting (2k + 2)-
particle Green’s function
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′ . . . , k, k′; c, d, 1+, 1′+, . . . , k+, k′+)

multiplied by i2k+2Z0. The denominator in (5.33) is the same as that of the one-particle
Green’s function in (5.30) and therefore G2 becomes
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where the integrals are over 1, 1′, . . . , k, k′. Using Wick’s theorem we can now transform
G2 into an exact perturbative expansion in terms of the noninteracting Green’s function G0
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In a similar way the reader can work out the equations for the higher order Green’s functions
as well as for the partition function Z which we write below6
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Many-body perturbation theory (MBPT) is now completely defined. The evaluation of
(5.32) or (5.34) is a well defined mathematical problem and there exist many useful tricks to
carry on the calculations in an e!cient way. In his memorable talk at the Pocono Manor
Inn in 1948 Feynman showed how to represent the cumbersome Wick expansion in terms of

6The ratio Z/Z0 is simply the denominator of the formulas (5.32) and (5.34) for G and G2 .

Again only connected diagrams contribute. In the same way as before non-connected diagrams cancel and we can 
expand in G-skeletons by removing self-energy insertions
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self-energy insertions and then replace G0 with G. In this way the expansion of G2 to first
order in the interaction contains only four diagrams and reads

(12.7)

This first order approximation to G2 generates the second-Born approximation (10.17) for Σ
through the relation (9.1), which we rewrite below for convenience

∫

d3Σ(1; 3)G(3; 2) = ±i

∫

d3 v(1; 3)G2(1, 3; 2, 3
+). (12.8)

Finally we could remove from (12.6) all diagrams with polarization insertions and then replace
v with W . Keeping only G- and W -skeleton diagrams, equation (12.6) provides us with an
expansion of G2 in terms of the dressed Green’s function G and interaction W . Below we
investigate the structure of the expansion of G2 in G-skeleton diagrams and postpone to
Section 12.5 the expansion in G- and W -skeleton diagrams.

We represent G2(1, 2; 3, 4) as a grey square with two outgoing lines starting from
opposite vertices of the square and ending in 1 and 2, and two ingoing lines starting from 3
and 4 and ending in the remaining vertices of the square

(12.9)

This diagrammatic representation is unambiguous if we specify that the third variable (which
is 3 in this case) is located to the right of an imaginary oriented line connecting diagonally
the first to the second variable (which are 1 and 2 in this case). Indeed, the only other
possible source of ambiguity is which variable is first; looking at (12.9) we could say that
it represents either G2(1, 2; 3, 4) or G2(2; 1; 4, 3). However, the exact as well as any
conserving approximation to G2 is such that G2(1, 2; 3, 4) = G2(2; 1; 4, 3) and therefore
we do not need to bother about which variable is first. From the G-skeletonic expansion it
follows that the general structure of G2 is
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3 (12.10)

or, in formula,

G2(1, 2; 3, 4) = G(1; 3)G(2; 4)±G(1; 4)G(2; 3)

+

∫

G(1; 1′)G(3′; 3)Kr(1
′, 2′; 3′, 4′)G(4′; 4)G(2; 2′), (12.11)
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Figure 12.2: Diagrams for the kernel Kr up to second order in the interaction.

where the kernel Kr is represented by the square grid and accounts for all G2-diagrams
of order larger than zero. These diagrams are all connected since if the piece with external
vertices, say, 1 and 3 was disconnected from the piece with external vertices 2 and 4 [like
the first diagram in (12.10)] then there would certainly be a self-energy insertion. The rules
to assign the variables to the square grid Kr(1, 2; 3, 4) are the same as those for G2: the
first two variables 1 and 2 label the opposite vertices with an outgoing line and the third
variable 3 labels the vertex located to the right of an imaginary oriented line going from 1 to
2. The diagrams for Kr up to second order in the interaction are shown in Fig. 12.2. The
Feynman rules to convert them into mathematical expressions are the same as those for G2

(see beginning of the Section). The only extra rule is that if two external vertices i and j
coincide, like in the first eight diagrams of Fig. 12.2, then we must multiply the diagram by
δ(i; j). This is the same rule that we introduced for the Hartree self-energy diagram, see
discussion below (10.13).

From Fig. 12.2 we see that in the 4-th, 5-th, 6-th and 9-th diagram the vertices 1 and
3 can be disconnected from the vertices 2 and 4 by cutting two G-lines. The remaining
diagrams are instead two-particle irreducible since (1, 3) and (2, 4) cannot be disjoint by
cutting two G-lines. This is the reason of the subscript r in the kernel Kr which contains
also two-particle reducible diagrams and can therefore be called a reducible kernel. Let us
denote by K the irreducible kernel.

K is obtained from Kr by removing all two-particle reducible diagrams. The Feyn-
man rules for K are identical to the Feynman rules for Kr.

A generic Kr-diagram has the structure K(1)GGK(2)GG . . .K(n) with the K(i) two-
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Again the product of the prefactors of K(1) and K(2) times the (±) sign coming from
the GG-double-line agrees with the prefactor (12.13). Therefore we can write the following
Dyson-like equation for the reducible kernel (integral over primed variables is understood)

Kr(1, 2; 3, 4) = K(1, 2; 3, 4)±
∫

K(1, 2′; 3, 4′)G(4′; 1′)G(3′; 2′)Kr(1
′, 2; 3′, 4), (12.14)

which is represented by the diagrammatic equation

(12.15)

Equation (12.14) is known as the Bethe-Salpeter equation for the reducible kernel. Inserting
(12.15) into (12.10) we find

= + ( + ... (

= +

++

with the grey blob

L(1, 2; 3, 4) ≡ ±
[

G2(1, 2; 3, 4)−G(1; 3)G(2; 4)
]

. (12.16)

The function L fulfills the diagrammatic equation

=
1 4

3 2

1 4

3 2

1

3

1' 4' 4

22'3'

+ +

or, in formulas (integral over primed variables is understood),

L(1, 2; 3, 4) = G(1; 4)G(2; 3)±
∫

G(1; 1′)G(3′; 3)K(1′, 2′; 3′, 4′)L(4′, 2; 2′, 4) (12.17)

The reader can easily check the correctness of these equations by iterating them. We will
refer to L as the two-particle XC function since it is obtained from G2 by subtracting the
Hartree diagram.

There are several reasons for introducing yet another quantity like L. On one hand we
see that by setting 4 = 2 and 3 = 1 the L-diagrams are the same as the χ-diagrams, with
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To find the 2-particle Green’s function we have to solve the Bethe-Salpeter equation

If we expand the self-energy in G-skeletonic diagrams then the following important relation is valid
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12.4 Diagrammatic proof of K = ±δΣ/δG

In this Section we prove the important relation

K(1, 2; 3, 4) = ± δΣ(1; 3)

δG(4; 2)
(12.34)

between the self-energy Σ = Σs[G, v] and the kernel K = Ks[G, v] of the Bethe-Salpeter
equation. In (12.34) Σs and Ks are functionals of G and v (built using G-skeleton diagrams).
The proof consists in showing that by cutting a G-line in all possible ways from every
Σ-diagram2 we get the full set of K-diagrams each with the right prefactor. Let us first
consider some examples. For the Hartree-Fock self-energy

ΣHF(1; 3) = +
1 3 1 3

the prefactor is (±i) for the first diagram and (+i) for the second diagram. The functional
derivative with respect to G(4; 2) yields the K-diagrams

±δΣHF(1; 3)

δG(4; 2)
=

(12.35)

whose prefactors are correctly given by plus/minus the prefactors of the Σ-diagrams from
which they originate. Another example is the first bubble diagram of the second-Born
approximation

Σ2B,bubble(1; 3) =

with prefactor ±i2. Its functional derivative generates the following three diagrams for the
kernel

±δΣ2B,bubble(1; 3)

δG(4; 2)
=

The prefactor of the first diagram is i2(±)l = i2(±)2 = i2. Similarly one can calculate the
prefactor of the other two diagrams and check that it is again given by i2.

The general proof of (12.34) follows from few statements.

2As already observed several times, to cut a G-line in all possible ways is equivalent of taking the functional
derivative with respect to G.

One can prove this diagrammatically
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Let us give an example
K

The Bethe-Salpeter equation is then given by

This equation is relevant for describing excitons in semiconductors 
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Linear response functions
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M
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Ĝn(1 . . . n; 10 . . . n0)

i

Tr
h
e��ĤM
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i

1

which can be rewritten as

Brief Article

The Author

January 5, 2014

�n(1) =

Z
d2�(1, 2) �v(2)

�(1, 2) = �i [ hT {n̂H(1)n̂H(2)}i � n(1)n(2) ]

P (1, 2) = �i

Z
d4G(1, 3)G(4, 1)�(3, 4; 2)

K̃(1, 2; 3, 4) = ��⌃xc(1, 3)

�G(4, 2)

�(1, 2; 3) = �(1, 2+)�(3, 2)�
Z

d(4567) K̃(1, 5; 2, 4)G(4, 6)G(7, 5)�(6, 7; 3)

K̃r K̃ K

hxnxm|xn0xm0i = �nn0�mm0 ± �nm0�mn0 =

����
�nn0 �nm0

�mn0 �mm0

����
±

Aij(!) = i
h
G>

ij
(!)�G<

ij
(!)

i

Aii(!) � 0
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Ĥl�e(t) =
X

ij

(hij e
i!0t + h⇤ij e

�i!0t) â†
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In combination with the Bethe-Salpeter equation we can then further derive that
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A diagrammatic expansion of the polarisability therefore directly gives an approximation for the density response 
function
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Again the product of the prefactors of K(1) and K(2) times the (±) sign coming from
the GG-double-line agrees with the prefactor (12.13). Therefore we can write the following
Dyson-like equation for the reducible kernel (integral over primed variables is understood)

Kr(1, 2; 3, 4) = K(1, 2; 3, 4)±
∫

K(1, 2′; 3, 4′)G(4′; 1′)G(3′; 2′)Kr(1
′, 2; 3′, 4), (12.14)

which is represented by the diagrammatic equation

(12.15)

Equation (12.14) is known as the Bethe-Salpeter equation for the reducible kernel. Inserting
(12.15) into (12.10) we find

= + ( + ... (

= +

++

with the grey blob

L(1, 2; 3, 4) ≡ ±
[

G2(1, 2; 3, 4)−G(1; 3)G(2; 4)
]

. (12.16)

The function L fulfills the diagrammatic equation

=
1 4

3 2

1 4

3 2

1

3

1' 4' 4

22'3'

+ +

or, in formulas (integral over primed variables is understood),

L(1, 2; 3, 4) = G(1; 4)G(2; 3)±
∫

G(1; 1′)G(3′; 3)K(1′, 2′; 3′, 4′)L(4′, 2; 2′, 4) (12.17)

The reader can easily check the correctness of these equations by iterating them. We will
refer to L as the two-particle XC function since it is obtained from G2 by subtracting the
Hartree diagram.

There are several reasons for introducing yet another quantity like L. On one hand we
see that by setting 4 = 2 and 3 = 1 the L-diagrams are the same as the χ-diagrams, with

L K

Bethe-Salpeter
equation
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12.4 Diagrammatic proof of K = ±δΣ/δG

In this Section we prove the important relation

K(1, 2; 3, 4) = ± δΣ(1; 3)

δG(4; 2)
(12.34)

between the self-energy Σ = Σs[G, v] and the kernel K = Ks[G, v] of the Bethe-Salpeter
equation. In (12.34) Σs and Ks are functionals of G and v (built using G-skeleton diagrams).
The proof consists in showing that by cutting a G-line in all possible ways from every
Σ-diagram2 we get the full set of K-diagrams each with the right prefactor. Let us first
consider some examples. For the Hartree-Fock self-energy

ΣHF(1; 3) = +
1 3 1 3

the prefactor is (±i) for the first diagram and (+i) for the second diagram. The functional
derivative with respect to G(4; 2) yields the K-diagrams

±δΣHF(1; 3)

δG(4; 2)
=

(12.35)

whose prefactors are correctly given by plus/minus the prefactors of the Σ-diagrams from
which they originate. Another example is the first bubble diagram of the second-Born
approximation

Σ2B,bubble(1; 3) =

with prefactor ±i2. Its functional derivative generates the following three diagrams for the
kernel

±δΣ2B,bubble(1; 3)

δG(4; 2)
=

The prefactor of the first diagram is i2(±)l = i2(±)2 = i2. Similarly one can calculate the
prefactor of the other two diagrams and check that it is again given by i2.

The general proof of (12.34) follows from few statements.

2As already observed several times, to cut a G-line in all possible ways is equivalent of taking the functional
derivative with respect to G.
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Figure 12.3: (a) Schematic representation of the light absorption in a insulator with an electron
which is promoted from the valence band to the conduction band and the hole left behind.
(b) Diagrams for L when the kernel is approximated like in (12.22).

with L0(1, 2; 3, 4) = G0(1; 4)G0(2; 3). The diagrammatic content of (12.23) is illustrated in
Fig. 12.3(b). Setting in this equation z1 = z3 = z and z2 = z4 = z′ and using the definition
(12.20) we get

L(x1,x2 , x3,x4; z, z
′) = L0(x1,x2,x3,x4; z, z

′)

+ i

∫

dx′
1dx

′
2

∫

dz̄ L0(x1,x
′
2;x3,x

′
1; z, z̄)v(x

′
1,x

′
2)L(x

′
1,x2,x

′
2,x4; z̄, z

′)

− i

∫

dx′
1dx

′
2

∫

dz̄ L0(x1,x
′
1;x3,x

′
1; z, z̄)v(x

′
1,x

′
2)L(x

′
2,x2,x

′
2,x4; z̄, z

′).

This is an identity between functions in Keldysh space and contains a convolution along the
contour. We can easily extract the retarded component from the Langreth rules of Table
5.1 and subsequently Fourier transform. Indeed both L and L0 depend only on the time
di!erence since the insulator is in equilibrium. The result is

LR(x1,x2 , x3,x4;ω) = LR
0 (x1,x2,x3,x4;ω)

+ i

∫

dx′
1dx

′
2 L

R
0 (x1,x

′
2;x3,x

′
1;ω)v(x

′
1,x

′
2)L

R(x′
1,x2,x

′
2,x4;ω)

− i

∫

dx′
1dx

′
2 L

R
0 (x1,x

′
1;x3,x

′
1;ω)v(x

′
1,x

′
2)L

R(x′
2,x2,x

′
2,x4;ω). (12.24)

To calculate LR
0 we use the identities in the last column of Table 5.1. By definition

L0(x1,x2,x3,x4; z, z
′) = G0(x1, z;x4, z

′)G0(x2, z
′;x3, z)

and hence

LR
0 (x1,x2,x3,x4;ω) =

∫
dω′

2π

[

GR
0 (x1,x4;ω + ω′)G<

0 (x2,x3;ω
′)

+G<
0 (x1,x4;ω + ω′)GA

0 (x2,x3;ω
′)
]

. (12.25)
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If we calculate the Bethe-Salpeter from the Hartree self-energy

then the Bethe-Salpeter equation becomes
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Figure 15.5: Diagramatic representation of the RPA response function.

where χ(1; 2) = −iLH(1, 2; 1, 2) is the density response function (we omit the subscript
“H” in χ in order to simplify the notation), see (15.12). Thus in the Hartree approximation
χ is given by a Dyson-like equation whose diagramatic representation is shown in Fig. 15.5.
For historical reasons this approximation is called the Random Phase Approximation (RPA).
In 1953 Bohm and Pines [136] found a very ingenious way to map the Hamiltonian of a gas
of electrons interacting via a (long-range) Coulomb interaction into the Hamiltonian of a
gas of electrons plus collective excitations interacting via a screened short-range Coulomb
interaction. The RPA is equivalent to neglecting the interaction between the electrons and
the collective excitations, and it becomes exact in the limit of very high densities (rs → 0).
In Appendix N we present a simplified version of the original treatment by Bohm and Pines.
Going beyond the Hartree approximation the kernel K is no longer proportional to a product
of δ-functions and if we take the limit 3 → 1 and 4 → 2 in the Bethe-Salpeter equation we
find that L (under the integral sign) does not reduce to χ.

Let us now go back to (15.76) and consider the structure −iGHGH that appears in
it. For an electron gas subject to a uniform potential V0 (positive background charge) the
momentum-spin kets |pσ〉 are eigenkets of the noninteracting Hamiltonian ĥ = p̂2/2+V0ˆ

as well as of the Hartree Hamiltonian ĥH = p̂2/2+V0ˆ − V̂H with V̂H = −nṽ0ˆ, see (7.14).
This means that for V0 = −nṽ0 the Hartree Green’s function GH is the same as the Green’s
function G0 of a system of noninteracting electrons with energy dispersion εp = p2/2. In
Section 15.2.3 we showed that −iG0G0 is the noninteracting density response function χ0,
and in the previous Section we calculated this χ0 just for electrons with energy dispersion
εp = p2/2. Therefore, in an electron gas the RPA density response function is the solution
of

χ(1; 2) = χ0(1; 2) +

∫

d3d4χ0(1; 3)v(3; 4)χ(4; 2), (15.77)

with χ0 given in (15.68). It is worth noticing that the Coulomb interaction v is spin inde-
pendent and hence χ is not diagonal in spin space even though χ0 is.17 Equation (15.77) is
an integral equation for two-point correlators in Keldysh space. As Keldysh functions the
Coulomb interaction v(3; 4) = δ(z3, z4)/|r3 − r4| has only a singular part while χ and χ0

have the structure (15.56) and do not contain any singular part. Using the Langreth rules of
Table 5.1 to extract the retarded component and Fourier transforming to frequency space we
obtain the equation below

χR(x1,x2;ω) = χR
0 (x1,x2;ω) +

∫

dx3dx4 χ
R
0 (x1,x3;ω)v(x3,x4)χ

R(x4,x2;ω)

17This is simply due to the fact that in the interacting gas a change of, say, the spin up density will a!ect both
the spin up and the spin down densities.
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Figure 15.5: Diagramatic representation of the RPA response function.
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From it then follows

if we take the retarded component of this expression and Fourier transform then we find

This approximation for the density response function is also known as the Random Phase Approximation (RPA).

A better name is the Time-Dependent Hartree Approximation (it amounts to TDDFT with zero xc-kernel)
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Since both χR
0 and v depend only on the di!erence of the spatial arguments also χR

depends only on the di!erence of the spatial arguments. If we define the Fourier transform
of χR in analogy with (15.19)

∑

σσ′

χR(x,x′;ω) =

∫
dp

(2π)3
eip·(r−r′)χR(p,ω)

then the RPA equation for χR becomes a simple algebraic equation whose solution is

χR(q,ω) =
χR
0 (q,ω)

1− ṽqχR
0 (q,ω)

, ṽq =
4π

q2
(15.78)

In the remainder of the Section we will discuss this result.

The static Thomas-Fermi screening: The first remark is about the e!ective Coulomb
interaction W = v+vχv, see (11.45), between two electrons in the static limit or, equivalently,
in the zero frequency limit. Approximating χ like in (15.78) the retarded component of W in
Fourier space reads

WR(q,ω) =
ṽq

1− ṽq χR
0 (q,ω)

.

For ω = 0 the imaginary part of χR
0 vanishes, see (15.74), while the real part approaches

−4pF/(2π)2 for q → 0, see (15.69). The small q behavior of the static e!ective interaction
is therefore

WR(q → 0, 0) → 4π

q2 + 4pF

π

. (15.79)

This is exactly the screened interaction of the Thomas-Fermi theory [93, 137, 138]. If we
Fourier transform WR(q, 0) back to real space (15.79) implies that at large distances the
e!ective interaction has the Yukawa form

W (x1,x2; 0) #
e−|r1−r2|/λTF

|r1 − r2|
,

with λTF =
√

π/4pF the Thomas-Fermi screening length.18 The physical meaning of the
static e!ective interaction is discussed in the next Section.

Plasmons: The second remark is more relevant to our subsequent discussion and con-
cerns the aforementioned collective excitations found by Bohm and Pines. For an elec-
tron gas subject to an external scalar potential δV the Kubo formula in Fourier space
reads δn(q,ω) = −χR(q,ω)δV (q,ω) with δn(q,ω) the Fourier transform of δn(r, t) =
∑

σ δn(x, t) (for electon the charge q = −1). Therefore

δn(q,ω)

χR(q,ω)
= −δV (q,ω). (15.80)

18In the Fourier transform back to real space WR(q, 0) can be approximated with its small q limit (15.79) if the
distance |r1 − r2| → ∞.
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Let us now take the case of the homogeneous electron gas. Since the system is translational invariant we can write 

Fourier transform
Coulomb potential
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The extra pole corresponding to this condition is known as the
plasmon and corresponds to a collective mode of the electron gas
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1� ṽq �0(q, !) = 0

KH(1, 2; 3, 4) = ��⌃H(1, 3)

�G(4, 2)
=

�(1, 2) = P (1, 2) +

Z
d3d4P (1, 3)w(3, 4)�(4, 2)

�n(1) =

Z
d2�(1, 2) �v(2)

�(1, 2) = �i [ hT {n̂H(1)n̂H(2)}i � n(1)n(2) ]

�(1, 2) = �i L(1, 2; 1+, 2+)

P (1, 2) = �i

Z
d4G(1, 3)G(4, 1) �(3, 4; 2)

K̃(1, 2; 3, 4) = ��⌃xc(1, 3)

�G(4, 2)

1

434 Chapter 15. Linear response theory: many-body formulation

Figure 15.6: Domain of the (ν, x) plane where the imaginary part of the RPA response
function is nonvanishing. Besides the regions I and II we also have a δ-peak along the
plasmon branch (thick line). The dashed line corresponds to a second solution of the
equation 1−A1 = 0. The thin line is the function in (15.86). In this plot rs = 5.

existence of plasmons, see (15.84), we conclude that the imaginary part of the RPA response
function has also a δ-like peak along the plasmon curve in the (q,ω) plane.

From the discussion in Section 15.2 about energy dissipation we can say that the plasmon peak
must be related to a strong absorption of light at the plasma frequency, a result that has been
experimentally confirmed in all simple metals. This absorption can also be deduced from the Maxwell
equations. In an electron gas the Fourier transform of the external electric field obeys the equation

q2Eext(q,ω)−
ω2

c2
εR(q,ω)Eext(q,ω) = 0.

with εR the dielectric function. Thus an electromagnetic wave with wave-vector q and energy ω can
penetrate the medium provided that the dispersion relation q2 = ω2

c2
εR(q,ω) is satisfied. In (15.23)

we saw that ε−1,R(q,ω) = 1 + ṽqχ
R(q,ω) and therefore εR(q,ω) = 1− ṽqP

R(q,ω) with P the
polarizability. In the RPA P = χ0 and using (15.85) we deduce that for small q the dispersion relation
becomes q2 = 1

c2
(ω2 − ω2

p). For energies larger than ωp there always exist real wave-vectors q for
which light can penetrate and be absorbed. On the contrary for ω < ωp the wave-vector is complex
and the amplitude of the electric field decays exponentially in the medium. In this region of the
(q,ω) space there cannot be any absorption since Im[χR] = 0 and hence the light is fully reflected.
Visible light has energy below the typical plasma frequency and it is indeed common experience that
is reflected by most metals.

In Fig. 15.6 we display the domain of the (ν, x) plane where the imaginary part of
χR is nonvanishing. The figure shows the regions I and II which are in common with
the noninteracting response function as well as the numerical solution of the equation
1 − A1(q,ω) = 0 for rs = 5 (thick line). The plasmon branch is well approximated by
(15.86) (thin line) for small x. Besides the plasmon curve the function 1 − A1 vanishes also
along a second curve (dashed line) which is, however, entirely contained in the region where
Im

[

χR
]

"= 0. Inside region II the two solutions of 1 − A1 = 0 approach each other until
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they touch, and thereafter 1 − A1 is always di!erent from zero. Just after the critical value
xc at which the plasmon branch crosses region II the plasmon peak gets broadened by the
particle-hole excitations and the life-time of the corresponding plasmon excitation becomes
finite. This phenomenon is known as the Landau damping. As a matter of fact the plasmon
life-time is finite at any finite temperature as well as at zero temperature if we go beyond
RPA.

Exercise 15.1. Show that the RPA response function satisfies the f -sum rule.

15.5.3 Sudden creation of a localized hole

In this Section we study the time-dependent density δn induced by the sudden creation of
a charge Q at the origin. As we already mentioned this study is relevant to the description
of the transient screening of a core-hole in simple metals. It also constitutes a very peda-
gogical application of the linear response theory since the calculations can be carried out
analytically. We will closely follow the derivation of Canright in Ref. [139]. The potential δV
generated by a charge Q suddenly created at time t = 0 in r = 0 is

δV (x, t) = θ(t)
Q

r
=

∫
dq

(2π)3

∫
dω

2π
eiq·r−iωt δV (q,ω),

with

δV (q,ω) =
4πQ

q2
i

ω + iη
= ṽq Q

i

ω + iη
.

From the linear response equation (15.80) we then have

δn(r, t) =
∑

σ

δn(x, t) = −
∫

dq

(2π)3

∫
dω

2π
eiq·r−iωtB(q,ω)Q

i

ω + iη
,

where the function B = B1 + iB2 = ṽχR was defined in (15.87). Since B depends only on
the modulus q we can easily perform the angular integration and find

δn(r, t) = − 4πQ

(2π)4
1

r

∫ ∞

0
dq q sin(qr)

∫ ∞

−∞
dωB(q,ω)

ie−iωt

ω + iη
. (15.88)

The function B is analytic in the upper-half of the complex ω plane and goes to zero like
1/ω2 when ω → ∞, see Section 15.4. Therefore B has the required properties for the
Kramers-Kronig relations (these relations are derived in Appendix O). Accordingly we write
B in terms the imaginary part B2

B(q,ω) = − 1

π

∫ ∞

−∞
dω′ B2(q,ω′)

ω − ω′ + iη
.

Inserting this relation into (15.88) and performing the integral over ω we obtain

δn(r, t) = −16πQ

(2π)4
1

r

∫ ∞

0
dq q sin(qr)

∫ ∞

0
dωB2(q,ω)

1− cos(ωt)

ω
, (15.89)
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= ṽq Q

i

ω + iη
.

From the linear response equation (15.80) we then have

δn(r, t) =
∑

σ

δn(x, t) = −
∫

dq

(2π)3

∫
dω

2π
eiq·r−iωtB(q,ω)Q

i

ω + iη
,
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We can calculate the induced density change from the RPA response function. A few manipulations lead to
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excitations and a contribution from the plasmon
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Figure 15.7: This figure shows the 3D plot of the transient density in an electron gas with
rs = 3 induced by the sudden creation of a point-like positive charge Q = 1 in the origin
at t = 0. The contribution due to the excitation of electron-hole pairs (a) and plasmons (b)
is, for clarity, multiplied by 4π(rpF)2 in the plots to the right. Panel (c) is simply the sum
of the two contributions. Units: r is in units of 1/pF, t is in units of 1/ωp and all densities
are in units of p3F.

The positive charge is screened
at a time-scale of the inverse
plasmon frequency



In the long time limit we have

438 Chapter 15. Linear response theory: many-body formulation

The steady-state limit of the RPA density δn can easily be worked out from (15.89). Due to
the Riemann-Lebesgue theorem the term containing cos(ωt) integrates to zero when t → ∞
and hence

δns(r) ≡ lim
t→∞

δn(r, t) = − Q

2π3

1

r

∫ ∞

0
dq q sin(qr)

∫ ∞

−∞
dω

B2(q,ω)

ω
.

The integral over ω can be interpreted like a principal part since B2(q, 0) = 0, see
(15.72). Then from the Kramers-Kronig relation (O.5) we can replace the integral over ω
with B(q, 0) = ṽqχR(q, 0), and hence recover the well known result

δns(r) = − Q

2π2

1

r

∫ ∞

0
dq q sin(qr)ṽq χ

R(q, 0) = −Q

∫
dq

(2π)3
eiq·r ṽq χ

R(q, 0). (15.90)

This formula yields the static screening in an electron gas. We defer the reader to the classic
book of Fetter and Walecka [45] for a thorough analysis of (15.90) with χR in the RPA.

Among the most interesting consequences of (15.90) with χR in the RPA we mention

• The induced charge

δQ(R) ≡ −4π

∫ R

0

dr r2δns(r)

is close to minus the positive charge Q for R ! λTF , meaning that the electron gas screens an
external charge within a distance of few λTF. At very large distances the screening is perfect,
i.e., δQ(R → ∞) = Q.

• For r % 1/pF the density δns(r) goes to zero like cos(2kFr)/r
3, a results which was derived

by Langer and Vosko in 1960 [140]. However it was Friedel who first pointed out that these
damped spatial oscillations are a general consequence of the discontinuity of the Fermi function
at zero temperature [141]. For this reason in the scientific literature they are known as the Friedel
oscillations.

Equation (15.90) allows us to give a physical interpretation to the e!ective interaction of
the Thomas-Fermi theory. Suppose that the charge Q = q = −1 is the same as the electron
charge. Then the total change in the charge density is q δntot(r) = q[δ(r) + δns(r)] where
δ(r) is the density of the suddenly created charge at the origin. The interaction energy
between the charge distribution q δntot and a generic electron in position r is

eint(r) =

∫

dr′v(r, r′)δntot(r
′).

We see that eint(r) correctly reduces to v(r, 0) = 1/r in an empty space since in this case
the induced density δns = 0. Instead, in the electron gas we have

eint(r) =

∫

dr′v(r, r′)

[

δ(r) +

∫
dq

(2π)3
eiq·r

′

ṽq χ
R(q, 0)

]

=

∫
dq

(2π)3
eiq·r

[

ṽq + ṽ2qχ
R(q, 0)

]

=

∫
dq

(2π)3
eiq·rWR(q, 0) −−−→

r→∞

e−r/λTF

r

Thus the e!ective Yukawa interaction is the interaction between a “test” electron and a
statically screened electron.
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Equation (15.90) allows us to give a physical interpretation to the e!ective interaction of
the Thomas-Fermi theory. Suppose that the charge Q = q = −1 is the same as the electron
charge. Then the total change in the charge density is q δntot(r) = q[δ(r) + δns(r)] where
δ(r) is the density of the suddenly created charge at the origin. The interaction energy
between the charge distribution q δntot and a generic electron in position r is

eint(r) =

∫

dr′v(r, r′)δntot(r
′).

We see that eint(r) correctly reduces to v(r, 0) = 1/r in an empty space since in this case
the induced density δns = 0. Instead, in the electron gas we have

eint(r) =
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=
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ṽq + ṽ2qχ
R(q, 0)

]

=

∫
dq

(2π)3
eiq·rWR(q, 0) −−−→
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e−r/λTF

r

Thus the e!ective Yukawa interaction is the interaction between a “test” electron and a
statically screened electron.
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The steady-state limit of the RPA density δn can easily be worked out from (15.89). Due to
the Riemann-Lebesgue theorem the term containing cos(ωt) integrates to zero when t → ∞
and hence

δns(r) ≡ lim
t→∞

δn(r, t) = − Q
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1
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∫ ∞

0
dq q sin(qr)

∫ ∞
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B2(q,ω)

ω
.

The integral over ω can be interpreted like a principal part since B2(q, 0) = 0, see
(15.72). Then from the Kramers-Kronig relation (O.5) we can replace the integral over ω
with B(q, 0) = ṽqχR(q, 0), and hence recover the well known result
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R(q, 0). (15.90)

This formula yields the static screening in an electron gas. We defer the reader to the classic
book of Fetter and Walecka [45] for a thorough analysis of (15.90) with χR in the RPA.

Among the most interesting consequences of (15.90) with χR in the RPA we mention

• The induced charge

δQ(R) ≡ −4π

∫ R

0

dr r2δns(r)

is close to minus the positive charge Q for R ! λTF , meaning that the electron gas screens an
external charge within a distance of few λTF. At very large distances the screening is perfect,
i.e., δQ(R → ∞) = Q.

• For r % 1/pF the density δns(r) goes to zero like cos(2kFr)/r
3, a results which was derived

by Langer and Vosko in 1960 [140]. However it was Friedel who first pointed out that these
damped spatial oscillations are a general consequence of the discontinuity of the Fermi function
at zero temperature [141]. For this reason in the scientific literature they are known as the Friedel
oscillations.

Equation (15.90) allows us to give a physical interpretation to the e!ective interaction of
the Thomas-Fermi theory. Suppose that the charge Q = q = −1 is the same as the electron
charge. Then the total change in the charge density is q δntot(r) = q[δ(r) + δns(r)] where
δ(r) is the density of the suddenly created charge at the origin. The interaction energy
between the charge distribution q δntot and a generic electron in position r is

eint(r) =

∫

dr′v(r, r′)δntot(r
′).

We see that eint(r) correctly reduces to v(r, 0) = 1/r in an empty space since in this case
the induced density δns = 0. Instead, in the electron gas we have

eint(r) =

∫

dr′v(r, r′)

[

δ(r) +

∫
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ṽq χ
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]

=

∫
dq

(2π)3
eiq·r

[
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R(q, 0)

]

=

∫
dq
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Thus the e!ective Yukawa interaction is the interaction between a “test” electron and a
statically screened electron.
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In the static limit W describes the interaction between a test charge an an electron

has spatial oscillations
known as Friedel oscillations



Linear response:  Take home message

- We can derive a diagrammatic expansion for the linear response
 function from the diagrammatic rules for the 2-particle Green’s
 function

- The linear response function gives direct information on 
  neutral excitation spectra such as measured in optical absorption
  experiments

- The random phase approximation to the linear response function
  describes the phenomena of plasmon excitation in metallic systems

- The screening of a an added charge in the electron gas happens
  at a time-scale of the inverse plasmon frequency



Spectral properties of an electron gas : GW

We have seen that the spectral function describes the energy distribution of excitations upon addition or removal 
of an electron.  We therefore expect to see both plasmon and particle-hole excitations when we do a photo-
emission experiment on an electron gas ( or electron gas like metals such a sodium )

Brief Article

The Author

January 6, 2014

L(1, 2; 10, 20) = �
⇥
G2(1, 2; 1

0, 20)�G(1, 10)G(2, 20)
⇤

= hT
n
 ̂H(1) ̂H(2) ̂†

H
(20) ̂†

H
(10)

o
i � hT

n
 ̂H(1) ̂†

H
(10)

o
ihT

n
 ̂H(2) ̂†

H
(20)

o
i

�(1, 2) = �i [ hT {n̂H(1)n̂H(2)}i � n(1)n(2) ] = �i L(1, 2; 1+, 2+)

GR(q,!) = gR(q,!) + gR(q,!)⌃R(q,!)GR(q,!)

GR(q,!) =
gR(q,!)

1� gR(q,!)⌃R(q,!)
=

1

! � ✏q � ⌃R(q,!)

gR(q,!) =
1

! � ✏q + i⌘

�n(r, t) = �16⇡Q

(2⇡)4
1

r

Z 1

0

dq q sin qr

Z 1

0

Im�RPA(q,!) ṽq
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We calculate the self-energy in the GW approximation using noninteracting Green’s function we find
440 Chapter 15. Linear response theory: many-body formulation

the lesser/greater self-energy as

Σ≶(p,ω) =
i

(2π)3 p

∫

dω′
∫ ∞

0
dk k G≶(k,ω′)

∫ k+p

|k−p|
dq qW≷(q,ω′ − ω) (15.92)

We have therefore reduced the calculation of the self-energy to a three-dimensional integral.
Let us give a physical interpretation to Σ≶. We have seen in Section 13.3 that Σ>(p,ω) is
the decay rate for an added particle with momentum p and energy ω. According to (15.92)
this particle is scattered into momentum-energy state (k,ω′) thereby creating a particle-hole
pair of momentum-energy (|p − k|,ω − ω′). If the energy ω is just above the chemical
potential µ then, since all states below the chemical potential are occupied, there is very little
phase-space left to excite a particle-hole pair. We therefore expect that the scattering rate
goes to zero as a function of ω−µ. According to our interpretation one factor ω−µ comes
from the phase-space requirement on G> (available states after the scattering) and another
one from the phase-space requirement on W< (density of particle-hole pairs). Together this
leads to the (ω − µ)2 behavior that we already deduced in Section 13.3 for the second-Born
approximation and that we will derive more rigorously below for the approximation (15.92).20

Similar considerations apply to Σ<.
Equation (15.92) together with the Dyson equation

GR(k,ω) =
1

ω − εk − ΣR(k,ω)
, εk = k2/2 (15.93)

form a self-consistent set of equations which can only be solved with some considerable
numerical e!ort [110]. However, our goal is to get some insight into the properties of the
spectral function. Therefore, rather than solving the equations self-consistently we will insert
into them a physically motivated Green’s function. The simplest Green’s function we can
consider is, of course, the noninteracting Green’s function GR

0 (k,ω) = (ω − εk + iη)−1.
However, this has some objections. First of all, the choice of the GW-diagram came from
a skeletonic expansion in dressed Green’s functions. We, therefore, at least want to include
some kind of self-energy renormalization. The simplest of such a Green’s function, which
still allows for analytical manipulations, is given by

GR(k,ω) =
1

ω − εk −∆+ iη
(15.94)

with ∆ a real number [143]. In this poor man’s choice we approximate the self-energy with a
real number (like in the Hartree-Fock approximation, but this time k-independent). The next
question is then how to choose ∆. We know from Section 13.3 that the exact as well as any
approximate Green’s function has a rate Γ(k,ω) ∼ (ω − µ)2, and therefore that GR(k, µ)
has a pole in k = pF provided that pF is chosen as the solution of

0 = µ− εpF − ΣR(pF, µ). (15.95)

We then require that our approximate self-consistent GR(k, µ) in (15.94) has a pole at the
same spot. This implies

0 = µ− εpF −∆

20The fact that the second-Born and the GW approximations predict a rate proportional to (ω − µ)2 is a direct
consequence of the fact that both approximations contain the single bubble self-energy diagram.

The self-energy vanishes when               due to the fact an added particle can maximally lose energy               as 
states below the Fermi energy are occupied             
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The greater and lesser self-energies describe scattering rates for added or removed particles with energy ω and 
momentum p
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Figure 15.9: The imaginary part of the retarded self-energy −Im[ΣR(p,ω + µ)] = Γ(p,ω +
µ)/2 for an electron gas at rs = 4 within the G0W0 approximation as a function of the
momentum and energy. The momentum p is measured in units of pF and the energy ω and
the self-energy in units of εpF = p2F/2.

Let us start with a discussion of the self-energy. In Fig. 15.9 we display −Im[ΣR(p,
ω + µ)] = Γ(p,ω + µ)/2 relative to the chemical potential µ in the (p,ω)-plane. The
first distinctive feature of this graph is the valley around the chemical potential where
Γ ∼ (ω − µ)2 for ω → µ for all values of the momentum p. As discussed in this Chapter
and in Section 13.3 this behavior is completely determined by phase-space restrictions. Away
from the chemical potential at energies |ω − µ| ≥ ωp there is the possibility for the system
with a particle of momentum p added or removed to decay into plasmons as well. As a
consequence the rate function is large for hole states with momentum p < pF and for
particle states with momentum p > pF. This boundary at p = pF is not strict. Unlike
the noninteracting electron gas for an interacting gas it is possible to add a particle with
momentum p ≤ pF or to remove a particle with momentum p ≥ pF. As we shall see below
the momentum distribution of the interacting gas is not anymore a strict Heaviside step
function.

Let us now turn our attention to the real part of the self-energy and the spectral
function. In Fig. 15.10 we show the real and imaginary parts of the self-energy and
the spectral function as a function of the energy relative to µ for the momentum values
p/pF = 0.5, 1, 1.5. For p = 0.5 pF (upper left panel) we see that Im[ΣR] (solid line) has
a logarithmic singularity due to plasmons below the chemical potential. At the same point
Re[ΣR] (dashed line) jumps discontinuously in accordance with the previous analysis. The
structure of the spectral function is determined by the zero’s of ω − εp = Re[ΣR(p,ω)].

μ
pF

Energy loss to plasmons
by particle states

Absorption of plasmons
by hole states



For the spectral function this implies the following 
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If              is small then the spectral function can only become large
(          ) when
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The Luttinger-Ward theorem tells that this happens when

(not explained in these lectures, requires a derivation of the 
 Luttinger-Ward functional, see G.Stefanucci, RvL, Nonequilibrium Many-Body
Theory of Quantum Systems)
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Figure 15.10: The self-energy and the spectral function in the G0W0 approximation for
p/pF = 0.5, 1.0, 1.5 at density rs = 4 with ω and self-energies in units of εpF = p2F/2. In
the top row the solid lines represent −Im[ΣR(p,ω + µ)] = Γ(p,ω + µ)/2 and the dashed
lines represent Re[ΣR(p,ω + µ)] = Σx(p) + Λ(p,ω + µ). The dotted line represents the
curve ω+µ− εp. The crossings of this line with Re[ΣR(p,ω+µ)] determine the position of
the peaks in the spectral function A(p,ω+µ) displayed in the bottom row. The δ-fuction in
the spectral function A(pF, µ+ ω) at ω = 0 is indicated by a vertical line and has strength
Z = 0.64.

These zero’s occur at the crossings of the dotted line with the dashed line. At two of the
crossings Im[ΣR] is small and as consequence the spectral function has two pronounced
peaks (lower left panel). The peak on the right close to µ represents the quasi-hole peak
whereas the peak to the left tells us that there is considerable probability to excite a plasmon.
For p = 1.5 pF (upper right panel) the plasmon contribution occurs at positive energies.
There are again three crossings between the dashed and dotted lines but this time only one
crossing (the quasi-particle one) occurs in an energy region where −Im[ΣR] " 1. Thus
the spectral function has only one main quasi-particle peak (lower right panel). There are
still some plasmonic features visible at larger energies but they are much less prominent
than for the case of p = 0.5 pF. This can be understood from the fact that plasmons are
mainly excited at low momenta since for p > qc the plasmon branch enters the particle-hole
continuum. For an added particle at high momentum to excite a plasmon at low momentum

quasi-particle state
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Figure 15.12: The spectral function A(p, µ+ω) as a function of the momentum and energy for
an electron gas at rs = 4 within the G0W0 approximation. The momentum p is measured
in units of pF and the energy ω and the spectral function in units of εpF = p2F/2.

spiky function which is not easily done numerically. We therefore used for the numerics the
equivalent formula (K.2) where the self-energy for complex frequencies is calculated from
the rate function according to

ΣR(p, µ+ iω) = Σx(p) +

∫
dω′

2π

Γ(p,ω′)

iω + µ− ω′ + iη
.

The result is displayed in Fig. 15.11. We clearly see the sudden jump of magnitude Z at
p = pF. Therefore the interacting electron gas preserves the sharp Fermi surface of the
noninteracting system. The quasi-particle renormalization factor Z is smaller for lower
densities whereas for high densities it approaches unity [67]. The discontinuity of np and
hence the sharpness of the Fermi surface is experimentally observable by means of Compton
scattering on electron-gas-like metals such as sodium. For more details on this issue we
defer the reader to Ref. [75]. The sharpness of the Fermi surface applies to a large class of
fermionic systems, not only metallic crystals but also other quantum systems such as liquid
3He. In fact, theoretically it is used to define an important class of physical systems known
as the Fermi liquid, the low-energy behavior (excitations close to the Fermi surface) of which
was first successfully described by Landau in a phenomenological way [144].

Let us finally study the overall behavior of the spectral function in the (p,ω)-plane as
displayed in Fig. 15.12. The quasi-particle peak appears in the middle of the figure and
broadens when we move away from the Fermi momentum pF. Its position at Ep − µ is
approximately given by p2/2−p2F/2, or in units of the figure (Ep−µ)/εpF ≈ (p/pF)2−1. An
important improvement of the dispersion curve Ep compared to the Hartree-Fock dispersion

quasi-particle state

Energy loss 
to plasmons
by particle 
states

Absorption of plasmons
by hole states



The momentum distribution in the electron gas is given by
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Due to the appearance of a delta peak in the spectral function at the Fermi momentum pF the momentum 
distribution jumps discontinuously at the Fermi momentum. The jump is the strength of the quasi-particle peak.450 Chapter 15. Linear response theory: many-body formulation
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Figure 15.11: Momentum distribution np of an electron gas with rs = 4 within the G0W0

approximation. The momentum p is measured in units of pF. The momentum distribution
jumps with a value of Z = 0.64 at the Fermi surface.

it should at the same time transfer a large momentum to a particle-hole excitation. However,
if the particle thereby looses most of its energy to a plasmon then the particle-hole pair
should at the same time have large momentum and low energy which is unlikely. Finally in
the upper middle panel we display the self-energy for p = pF. In this case Im[ΣR] displays
a one-sided logarithmic singularity at ω−µ = ±ωp (the numerics does not show this infinity
exactly due to the finite energy grid) and as a consequence Re[ΣR] displays a logarithmic
singularity at these points. These singularities would be smeared out to finite peaks if we
had used a more advanced approximation for the screened interaction than the RPA in which
we also allow for plasmon broadening. We further see that Re[ΣR] crosses the dotted line
in only one point. At this point the derivative of Re[ΣR] is negative, in accordance with the
general result (13.9), and Im[ΣR] = 0. The quasi-particle peak becomes infinitely sharp and
develops into a δ-function (vertical line in the lower middle panel). For rs = 4 the strength
of the δ-function is Z = 0.64.

From the behavior of the spectral function we can also deduce the structure of the
momentum distribution np =

∫ µ
−∞

dω
2πA(p,ω). For p ≤ pF we integrate over the quasi-

hole peak below the chemical potential. When p approaches pF from below the quasi-hole
peak develops into a δ-function while for p immediately above pF the quasi-particle peak
appears at an energy above µ and does not contribute to the integral. We thus expect that
the momentum distribution suddenly jumps at p = pF. This is indeed shown rigorously in
Appendix K where we prove that the discontinuity has exactly the size of the quasi-particle
renormalization factor Z . This jump is directly related to the fact that the imaginary part of
self-energy vanishes as (ω−µ)2 close to the chemical potential. The formula for np in terms
of the spectral function is awkward to use in practice since we need to integrate over a very



Due to negative corrections around the chemical potential in the rate function, vertex
corrections sharpen the quasi-particle peak as compared to G0W0 

Beyond GW Y.Pavlyukh, A.-M. Uimonen, 
G.Stefanucci, RvL, PRL 2016



Vertex corrections:

- Reduce the band width by 27 percent ( sc GW
   increases by 20 percent
-  Wash out the plasmon above the chemical potential
- Reduce the first plasmon energy 



Spectral properties of the electron gas:  Take home message

- By addition or removal of an electron we create particle-hole
  and plasmon excitations 

- The self-energy at the Fermi-surface vanishes due to phase-space
  restrictions. This has various consequences:

   1) The momentum distribution of the electron gas jumps  
       discontinuously at the Fermi momentum 

    2) Quasi-particles at the Fermi surface have an infinite life-time. 

- The GW approximation gives extra plasmon structure in the
  spectral function due to plasmons

- Multiple-plasmons excitations (satellites) are beyond GW and require 
  vertex corrections.



That’s all folks!


