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Lecture 2: The joy of disentangling
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Last time: 

Tensor network RG algorithm without disentangling (TRG or HOTRG)

=> after severalRG steps you will get 

A ≈ ⋅
“CDL pollution”

(factorization only approximate)

Need to clean up!
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Approach 1: Entanglement filtering

3

TEFR - Gu Wen 2009

Loop-TNR (Yang, Gu, Wen 2017)

TNR+ (Bal et al 2017)

Gilt (Hauru, Delcamp, Mizera 2018)
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Filter

⋅ ⋅
⋅⋅A′￼ =

Reconnect on the plaquettes 

complementary to the filtered ones

no CDL in A’
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Loop-TNR
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Yang,Gu,Wen 2017
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should be possible if there is CDL pollution

Optimize the whole loop contraction (standard variational MPS) 

starting from the truncated SVD as the initial approximation
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Gilt
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Hauru, Delcamp, Mizera 2018(Graph Independent Loop Truncation)

M
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A A⋅ SVD

cut a bond
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⋅ M⋅
U U† = U U†i : Si ≠ 0 =

1. Insert into the cut bond U U†i : Si ≠ 0 =
2. Effect: M → M2

3. Iterate: M → diag(1,0,0,...)

4. Truncate
jujitsu

Key Eq



Slava Rychkov7

Nikolay Ebel

For more details about Gilt, see talks by

Xinliang Lyu

Gilt for 3D Ising Newton method
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Approach 2: Disentanglers
TNR (Evenbly-Vidal 2014)

Postponed for a few slides
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RG flow of tensors
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Figure 6. RG flow of the coarse-grained tensors, illustrated for TRG (top row) and Gilt-TNR (bottom row) for five di�erent
temperatures. The horizontal axis is the linear system size, or in other words the number of RG transformations applied. At
each system size, the data points are the 60 largest singular values of the coarse-grained tensor, with the same decomposition
as that shown in (18). Thus each of the lines follows the development of one of the singular values along the RG flow. These
singular values provide a rough, basis independent characterization of the structure of the tensor. Note how, for TRG, the
spectrum is di�erent at every temperature, even at the end of RG flow, when a fixed point has been reached. In contrast, for
Gilt-TNR, on both sides of the critical point the RG flow ends in a trivial fixed point characteristic of that phase, with either
one or two dominant singular values. At the critical point a complex fixed point structure is found, that comes from the CFT.
This critical fixed point is maintained over several orders of magnitude in linear system size. These results were obtained with
‰ = 110 for both TRG and Gilt-TNR, and ‘ = 5 · 10≠8 for Gilt-TNR.

same code, by simply turning o� the Gilt algorithm. In
these results, Gilt is seen to improve accuracy by up to
three orders of magnitude for the same bond dimension
‰, with only a moderate increase in running time. The
results, which are all achievable in a couple of hours on
a laptop, reach down to a relative error of 10≠10, which
is comparable with the best results achieved with other
tensor network algorithms [30, 32].

At this point, let us remark on comparing Gilt-TNR
to other algorithms in the literature. First of all, since
Gilt-TNR builds on top of TRG, a fair comparison can
be made by simply switching on and o� the additional
Gilt performed in between coarse-graining steps of TRG.
In this setting, we find that Gilt-TNR consistently out-
performs TRG by a large margin in terms of the accuracy
of physical observables.

A much more interesting comparison, however, would
be to other algorithms that implement proper RG transfor-
mations, such as TNR [30] and Loop-TNR [32]. Although

their asymptotic computational complexity is the same as
that of Gilt-TNR, namely O(‰6), actual computational
times can vary drastically, as both TNR and Loop-TNR
include iterative optimization procedures, where thou-
sands of iterations may be necessary to reach convergence.
No such optimization is necessary for Gilt-TNR, which,
for the same bond dimension, makes it significantly faster
to run in practice. However, at the same bond dimension
the other two algorithms produce more accurate results,
which exemplifies the usual trade-o� between speed and
accuracy.7 Since a robust comparison of Gilt-TNR to

7 Note that when we quote the bond dimension ‰ for Gilt-TNR, this
refers to the bond dimension in the TRG step of the algorithm.
This dimension is further reduced by Gilt. The bond dimension
Gilt truncates to is determined dynamically by the threshold
‘, but as an example, in the run that produces the Gilt-TNR
results in Fig. 6 at criticality, Gilt typically truncates the bond
dimension from 110 to around 30.

Hauru, Delcamp, Mizera 2018

code [35] aims to be non-rotating, the third and final stage of Gilt-TNR is to define the

RG-transformed tensor A→ by rotating Ã back to recover the original orientation.

The map R : A →↑ A→ is the non-normalized Gilt-TNR map. The corresponding

normalized RG map R(A) is defined by R(A) = A→/↓A→
↓. The lattice rescaling factor is

b = 2.

3.2 Isotropic fixed point by the “shooting” method

Most of our work in this section will be for the 2D Ising model which is isotropic, i.e.

has equal nearest-neighbor couplings Jx = Jy (only in Section 3.5 we will consider the

anisotropic case). We transform the partition function of the isotropic model to a tensor

network, as outlined in Section 2.1 and in more detail in Appendix B. The resulting tensor

ANN(t) has bond dimension 2. We parametrize it by the reduced temperature t = T/Tc

where Tc is the critical temperature.

We thus have the tensor A(0) = ANN(t) to which we start applying the non-rotating

Gilt-TNR algorithm, obtaining a sequence of tensors A(n), n = 1, 2, . . ., see Eq. (2.5). Our

first goal is to verify the picture from Fig. 1. To see that a tensor A(n) converges to a

fixed point we need to apply gauge-fixing after each RG step, as explained below. But as

a proxy, to detect fixed point behavior, it is standard to use gauge-invariant observables.

One such set of observables are the singular values of A(n) decomposed along a diagonal:

. (3.6)

Here U, V are unitaries and ! is a diagonal matrix of singular values. In Fig. 4 we plot

the singular values, normalized by the largest singular value, as a function of the RG step.

The RG evolution was started at t = 1.0000110043, the value found by bisecting21 up

to ”t = 10↑10, to maximize the length of the plateaux visible in Fig. 4, whose presence

signals that the RG evolution nears the fixed point, before visibly deviating from it for

n ↭ 30. In the plotted case, t happens to be slightly below the true tc for the chosen

Gilt-TNR parameters, and one can see that the deviation happens in the direction of the

low-temperature phase where the fixed point tensor A↓L has two identical singular values,

all other ones being equal to zero. For t slightly above tc one observes similar plateaux

with eventual deviation towards the high-temperature phase where the fixed point tensor

A↓H has a single nonzero singular value. Our Fig. 4 compares well e.g. with the results

reported in:

• [10, Fig. 6] using the non-rotating Gilt-TNR;

21As mentioned in footnote 7, the critical temperature will shift from the exact tc = 1 when working at

finite bond dimension. To locate the finite-ω critical temperature, one uses the bisection algorithm: 1) Start

from a ‘bracketing interval’ I = [tl, th] such that tl is in the low-temperature phase and th is in the high-

temperature phase; 2) Test the midpoint of the interval I - which phase is it in? This is done by running

tensor RG for several steps until the tensor starts approaching the high-temperature or lower-temperature

fixed points, which can be noticed by monitoring the singular values computed as in (3.6); 3) Bisection:

depending on the outcome of 2), replace the interval I by its lower or upper half I
→ whose endpoints are

in di!erent phases; 4) Repeat the above 3 steps until the bracketing interval has length smaller than the

required accuracy ”t.

– 16 –
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RG flow of tensors - after gauge-fixing
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RG step n0 10 20 30

∥A(n) −A(n+1)
∥

1e − 50.00010.0010.010.11
∝ 2n

Figure 5: The Hilbert-Schmidt distance between two subsequent gauge-fixed tensors as a

function of the RG step. Gilt-TNR parameters are the same as in Fig. 4.

On the other hand the convergence rate for n ↭ 23 roughly agrees with the largest

irrelevant RG eigenvalue in the Z2-even sector being ωirr → 0.63 as we will see below when

studying the Jacobian eigenvalues (Table 4, column “ω of ↑R”). This eigenvalue does not

correspond to a quasiprimary, the leading irrelevant quasiprimary being TT of dimension

4 and eigenvalue 0.25. Although this eigenvalue corresponds to a total derivative operator,

it does control the rate of approach to the fixed point.

The following general analysis is instructive. Given the critical temperature to !t

accuracy, and the leading irrelevant Z2-even eigenvalue ωirr, which is the optimal number

of steps n→ for the shooting method, and which accuracy ε→ of approximating the fixed

point tensor we may expect? Basic RG intuition says that after n steps, the fixed point

tensor is approximated by

εn ↓ max((ωirr)
n, (!t)2n), (3.7)

where we use that the relevant Z2-even eigenvalue is → 2. Minimizing this expression over

n we get

n→ ↓ ↔
log2 !t

1 ↔ log2 ωirr
, ε→ ↓ !t

1
1→1/ log2 ωirr . (3.8)

For ωirr = 0.63, !t = 10↑10, we get n→ ↓ 20, ε→ ↓ 10↑4, in reasonable agreement with

Fig. 5.

In Section 3.4, we will compare our Fig. 5 to the results of [6, 18, 19], who also

considered the norm di”erence of two consecutive tensors as a function of the RG step..

Let us discuss next the tensor elements of the approximate fixed point tensor, defined

as the tensor A(n) with n = n→ corresponding to the minimum in the curve in Fig. 5. From

the above discussion we expect that A(n↑) approximates the fixed point A[30]
→ of the ϑ = 30

Gilt-TNR map24 with accuracy

↗A(n↑)
↔ A[30]

→ ↗ ↓ 5 ↘ 10↑5 . (3.9)

24See Remark 3.1. Apart from ω = 30, the fixed point A
[30]
↑ also depends of course on other parameters

of Gilt-TNR such as εgilt but we leave this dependence implicit.

– 18 –

Flow starting at T=Tc

Ebel, Kennedy, S.R. 2408.10312

Gilt algorithm
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Results for CFT scaling dimensions
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Exact TRG TNR Loop-TNR Gilt-TNR
‰ = 120 ‰ = 24 ‰ = 24 ‰ = 120

0.125 0.124993 0.1250004 0.12500011 0.12500015
1 1.0002 1.00009 1.000006 1.00002
1.125 1.1255 1.12492 1.124994 1.12504
1.125 1.1255 1.12510 1.125005 1.12506
2 2.002 1.9992 1.9997 2.0002
2 2.002 1.99986 2.0002 2.0002
2 2.003 2.00006 2.0003 2.0003
2 2.002 2.0017 2.0013 2.0004

Table I. First few scaling dimensions of the Ising CFT,
as obtained by diagonalizing a transfer matrix on a cylin-
der/torus [28]. In all these cases the cylinder consists of two
coarse-grained sites, but the amount of coarse-graining varies.
In the Gilt-TNR results a linear system size of 28 sites has
been used, and ‘ was chosen to be 4 · 10≠9. We are able
to reach similar quality as with TNR and Loop-TNR, with
moderate computational e�ort (the simulation in question
finished in a little less than 12 hours on the machines we use,
cf. footnote 9).

these algorithms would depend on a specific implementa-
tion of each scheme and vary from machine to machine,
we attempt no such benchmark.8 Instead, we present
published data for TNR [30] and Loop-TNR [32] along-
side our results to demonstrate that we obtain results of
comparable accuracy with modest computational e�ort.9.

In Tab. I we show the first few scaling dimensions
of the Ising CFT, obtained by diagonalizing a transfer
matrix on a cylinder/torus [28, 59], contrasted with the
same numbers obtained with other algorithms. All the
more advanced algorithms, that produce correct RG flows,
clearly outperform TRG. Between them, similar quality of
results can be achieved, with the above issues preventing
fair comparison beyond this statement.

In Fig. 6 we show how the Gilt-TNR algorithm produces
physically correct RG flows in the tensors. Shown there
are the singular value spectra of the coarse-grained tensors,
as they develop through repeated applications of the RG
transformation. Five di�erent temperatures are used, and
for Gilt-TNR, one can see how on both sides of the critical
point the tensors flow to a simple fixed point structure
with either one dominant singular value (in the high
temperature, disordered phase) or two dominant singular
values (in the low temperature, symmetry-breaking phase).
These fixed points are the same within a phase, regardless
of the exact temperature, although flowing into them takes
longer (requires “zooming out” further) as one gets closer
to the critical point. Such behaviour is compatible with
having a second-order phase transition. At the critical
point a more complex fixed point is reached, which arises
from the rich structure of the conformally invariant theory.

8 As a qualitative comparison, our implementation of TNR achieves
similar results to Gilt-TNR in running time of the same order.

9 We used the Mammouth Parallèle 2 nodes of the Calcul Québec
cluster with 24 Opteron cores and 32GB of RAM.

For comparison, similar spectra for TRG are shown, and
there the fixed point at the end of the RG flow shows non-
universal characteristics, dependent on the temperature.

In all of these results, Z2 symmetry preserving tensors,
as described in Refs. 60 and 61, have been used to speed
up the computations. We have also used the algorithm
from Ref. 62 to find e�cient contraction sequences of
tensor networks we use.

VII. GILT-TNR IN 3D

Let us now consider a cubical lattice with a classical
configuration variable at each site, and a nearest-neighbor
Hamiltonian. Applying the same procedure as for 2D
systems described in Sect. II, we obtain a tensor network
representation of the classical partition function of a 3D
classical lattice model. The idea of applying the philoso-
phy of RG to implement e�cient algorithms to contract
these networks is also equally valid in higher dimensions.
However, due to the larger number of legs of the tensors
and more complicated connectivity of the network, the
computational cost in higher dimensions is starkly higher
than in 2D.

The only computationally viable algorithm, that we
are aware of, for contracting networks on a cubical lattice
is the Higher-Order Tensor Renormalization Group, or
HOTRG [56]. It is a variant of the TRG algorithm and
is based on repeated truncated SVDs, which together
amount to what is known as a higher-order SVD, hence
the name. One iteration of the HOTRG algorithm con-
sist of performing three coarse-graining steps, each one
being along a di�erent spatial direction. One such coarse-
graining consists of contracting two neighboring tensors
via four isometries, which are found with a higher-order
SVD:

æ = . (32)

The cost of contracting the network above is O(‰11), with
‰ the bond dimension. Recall that the leading order for
coarse-graining a 2D network using TRG is O(‰6), which
illustrates the increase of computational cost in higher
dimensions. Furthermore, as for TRG in 2D, HOTRG
removes some, but not all, short-range details during the
coarse-graining.

However, the problem of some UV details “leaking” into
the coarse-grained tensors is far more serious in 3D than
it was in 2D. This is essentially a consequence of the area
law of entanglement. For 2+1D quantum states, this law
states that a block of size L ◊ L has an amount of local
entanglement between it and the rest of the lattice that
is proportional to L (note that in 2D this amount is a
constant, instead). This local entanglement translates

Hauru, Delcamp, Mizera 2018
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What about ?χ → ∞
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Issues: 


- reliance on many-step optimization - is the RG map even continuous?


- RG map is inherently defined only for finite  (optimize the error  
- no truncation, no error, nothing to optimize) 

(could reduce this concern by optimizing the entanglement entropy,  
but not published work 
 
- Does the fixed point tensor remain Hilbert-Schmidt in the  limit? 
(if not probably did not disentangle enough)


χ

χ = ∞
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Numerical results for tensor tails as  increasesχ
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Ebel, Kennedy, S.R. 2408.10312

I
1 10 100 1000 10000 1e 5 1e 61e − 6

1e − 5
0.0001
0.001
0.01
0.1

1 ∝ I − 1/2

I
0 10 20 30 40 500.0

0.1
0.2
0.3
0.4
0.5

Bond dimension𝜒 = 10𝜒 = 20𝜒 = 30

Figure 6: Absolute values of tensor elements of approximate fixed point tensors for ω =

10, 20, 30, see the text.

of perturbations which are Z2-even and Z2-odd. Since R preserves Z2, →R maps Z2-even

perturbations to Z2-even, and similarly for Z2-odd. Each eigenvector will be either Z2-even

or Z2-odd.

The first few largest eigenvalues of →R at A(n→) are reported in Table 4, column “ε of

→R.” Since →R is a large matrix of size ω4
↑ω4, its full diagonalization would be too time

consuming. We instead compute O(10) largest eigenvalues by the Arnoldi iteration method,

implemented in the Julia [37, 38] package KrylovKit.jl [39]. The Arnoldi method does

not require evaluation and storage of the full matrix →R. Instead, one provides a function

v ↓↔ →R.v, which computes the directional derivative of R in the direction v. We evaluate

this directional derivative via a symmetric finite di!erence approximation:

Dh =
R(A + hv) ↗ R(A ↗ hv)

2h
, (3.11)

where h = 10→4 is a small parameter, set at this value to balance truncation and roundo!

errors; see Appendix E.29

Colored rows of Table 4 correspond to CFT quasiprimaries. The corresponding Jaco-

bian eigenvalues can be compared to the CFT predictions in columns 2,3, computed via

Eq. (2.8). We observe reasonably good agreement, both in the Z2-even and in the Z2-odd

sectors. Note in particular the two eigenvalues close to 1 corresponding to the stress tensor

components T and T .

In the few uncolored rows in Table 4 we report eigenvalues which do not correspond

to quasiprimaries on the CFT side. These rows correspond to derivative operators, whose

29Computing O(10) largest eigenvalues and the corresponding eigenvectors of →R by this method requires

O(100) calls of the RG map, and for ω = 30 takes a few minutes on a laptop.

– 21 –

Gilt algorithm

Worrisome!
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Precision reconstruction of rational CFT from exact fixed point tensor network

Gong Cheng,1, 2, → Lin Chen,3, → Zheng-Cheng Gu,4, † and Ling-Yan Hung5, ‡

1Department of Physics, Virginia Tech, Blacksburg, VA 24060, USA
2Maryland Center for Fundamental Physics, University of Maryland, College Park, MD 20740, USA

3School of Physics and Optoelectronics, South China University of Technology, Guangzhou 510641, China
4Department of Physics, The Chinese University of Hong Kong, Shatin, New Territories, Hong Kong, China

5Yau Mathematical Sciences Center, Tsinghua University, Haidian, Beijing 100084, China
(Dated: November 7, 2024)

The novel concept of entanglement renormalization and its corresponding tensor network renor-
malization technique have been highly successful in developing a controlled real space renormal-
ization group (RG) scheme. Numerically approximate fixed-point (FP) tensors are widely used
to extract the conformal data of the underlying conformal field theory (CFT) describing critical
phenomena. In this paper, we present an explicit analytical construction of the FP tensor for 2D
rational CFT. We define it as a correlation function between the ”boundary-changing operators”
on triangles. Our construction fully captures all the real-space RG conditions. We also provide
concrete examples, such as Ising, Yang-Lee and Tri-critical Ising models to compute the scaling
dimensions explicitly based on the corresponding FP tensor. Interestingly, our construction of FP
tensors is closely related to a strange correlator, where the holographic picture naturally emerges.
Our results also open a new door towards understanding CFT in higher dimensions.

INTRODUCTION

In the past two decades, the novel concept of entangle-
ment renormalization [1–5] has been developed to study
critical systems. In particular, computationally efficient
algorithms has been proposed based on tensor network
techniques, such as various schemes of tensor network
renormalization (TNR) [2, 5–10]. It is found that even
with a moderate size of bond dimensions kept in the
coarse graining procedure, there are lots of important in-
formation such as central charge, scaling dimensions and
operator product expnasion (OPE) coefficient of confor-
mal field theory (CFT) can be read off from the fixed
point (FP) tensors, which are approximate fixed points
of the TNR algorithms [5, 10]. Despite the huge suc-
cesses in numerically extracting conformal data through
tensor network simulations, the analytical construction
of FP tensors for critical systems remains a significant
challenge. While progress has been made in understand-
ing the components of FP tensors associated with pri-
mary fields [11, 12], generalizing these constructions for
descendant fields remains unclear. On the other hand,
the recently proposed holographic picture and general-
ized symmetry description [13–15] for CFT suggest that
the complete algebraic structure of FP tensors might pro-
vide us an alternative way to understand CFT, which will
lead to a revolution in modern physics.

In this paper, we demonstrate that the collection of
open string correlation functions conformally related to
an open pair of pants in every rational CFT (RCFT)
yields an exact infinite-dimensional FP tensor. By tiling
these correlators over a given manifold and summing over
all intermediate states, including primaries and descen-
dants, we obtain the RCFT path integral. However, this
tiling process leaves behind holes, which must be recon-

ciled for the correlators to match with an FP tensor. Pre-
vious research [16] introduced shrinkable boundary con-
ditions that address this problem and was further studied
in [17]. By combining these boundary conditions with the
open correlators, we achieve a field theoretical construc-
tion of tensors that satisfy the expected properties of a
FP tensor. To validate our approach, we provide explicit
numerical examples, focusing on the Ising model. Our
results demonstrate convincingly that our proposed FP
tensors can accurately recover the closed spectrum of the
exact CFT when tiling a cylinder.

Finally, we stress that our construction of FP tensors
coincides with constructing an eigenstate →Ω| of the topo-
logical RG operator associated to a fusion category C
[18, 19], and expressing the CFT partition function as
a strange correlator [20], namely ZCFT = →Ω|Ψ〉, where
|Ψ〉 is the ground state wave-function of the Levin-Wen
model [21], or Turaev-Viro topological quantum field the-
ory (TQFT) [22], associated also to category C [23].

(a) (b)

ωab
(i,I)

ωbc
(j,J)

ωca
(k,K)

(c)

FIG. 1: (a) denotes the rank-3 tensor, corresponds to a
path integral over the shaded region (b). (c) denotes
correlation function of three local operators on a disk
with conformal boundary condition on the red edge.

arXiv: 2311.18005

Claim to have exact fixed point tensor for coarse-graining step RG  
(no disentangling)

This “fixed point tensor” is defined by cutting the CFT partition function into 
squares (actually triangles, but this does not matter)

Their “fixed point tensor” is not Hilbert-Schmidt, by a simple argument:

its norm is given by a CFT partition function on a surface with conical defects  
- log divergent, regularization is required

Litmus test: if someone tells you they have an exact fixed point of tensor RG but 
their map is only defined at the fixed point tensor but not in its neighborhood, they 
are probably wrong
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Open problem 2
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Can you cut CFT partition function into squares exactly? 

I.e. find an exact Hilbert-Schmidt tensor A which represents the CFT torus 

partition function:

ZCFT(T2)

E.g. for some exactly solvable CFT, like the 2D Ising?


Or maybe free (massless or massive) fermions or bosons? 

(finding the disentanglers for a Gaussian theory may be doable)
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Exact fixed point project
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Tom Kennedy Nikolay Ebel

Goals: - Set up a tensor RG map with disentanglers given by explicit formulas,  
making sense for  

- Show that that map converges to high-T, low-T, and critical fixed points

χ = ∞

Status: 2D High-T, Low-T T. Kennedy, S.R., J.Statist.Phys. 187 (2022) 33 
T. Kennedy, S.R., Annales Henri Poincaré 25, 773–841, (2024)

3D High-T N. Ebel, Annales Henri Poincaré (2024), arXiv: 2408.10312

2D critical
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Approach 2: Disentanglers
TNR (Evenbly-Vidal 2014)
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High-T rigorous result
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- any bond dimension (even infinite)


- error controlled in the HS norm

T. Kennedy, S.R., J.Statist.Phys. 187 (2022) 33
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dangerous

(passed to the next step

w/out reducing in size)
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gauge transformation

=>
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to remove this need disentangling

 
(Today) use a rigorous version of Evenbly-Vidal TNR 
 
 
 

T. Kennedy, S.R., J.Statist.Phys. 187 (2022) 33

N. Ebel, Ann. H. Poincaré (2024), 2408.10312For a rigorous version of Loop-TNR see
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After disentangling:

When we split and reconnect we get:
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Omissions

• gauge fixing


• extracting conformal data from the fixed point tensor 
- transfer matrix 
- lattice dilatation operator 
- linearized RG


• Newton method search


• 3D results

23

See talks by Xinliang and Nikolay


