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Di-nucleons do not form bound states at heavy pion mass  ~ 80% 
 

LQCD constraints on SU(2) Heavy Baryon Chiral Perturbation Theory  
without  degrees of  freedom ( ) ~ 20%Δ HBχPT(Δ/)

Lattice QCD for Multi-Nucleon Physics
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[arXiv:2008.11160]

LQCD Results with (deeply) bound di-nucleons

Survey of  lattice QCD results for two-baryons
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Survey of  lattice QCD results for two-baryons



3

**
������

��
��

��

0.1 0.2 0.3 0.4 0.5 0.6
-0.01

0.00

0.01

0.02

0.03

����
��

��
�� ��

0.1 0.2 0.3 0.4 0.5 0.6
-0.01

0.00

0.01

0.02

0.03

**

��

��
��

0.1 0.2 0.3 0.4 0.5 0.6
-0.01

0.00

0.01

0.02

0.03

0.04

0.05

**

��

��
��

0.1 0.2 0.3 0.4 0.5 0.6

0.00

0.02

0.04

0.06

0.08

0.10

2011  NPLQCD            M𝜋 ≃ 390 MeV
2012  Yamazaki et al.   M𝜋 ≃ 510 MeV

Estimated upper range of 
validity of NN EFT

2006  NPLQCD - first dynamical LQCD calculations of NNdeuteron binding energy

NPLQCD 

[arXiv:2008.11160]

LQCD Results with (deeply) bound di-nucleons
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LQCD Results with (deeply) bound di-nucleons

LQCD Results without bound di-nucleons (or inconclusive)
2012  HAL QCD            M𝜋 ≃ 710 MeV 
2012  HAL QCD            M𝜋 ≃ 469 — 1171 MeV
2019  “Mainz”                M𝜋 ≃ 960 MeV
2020  CoSMoN             M𝜋 ≃ 714 MeV
2021  NPLQCD             M𝜋 ≃ 800 MeV

(blue = work I was involved in)

Survey of  lattice QCD results for two-baryons
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LQCD Results with (deeply) bound di-nucleons

LQCD Results without bound di-nucleons (or inconclusive)
2012  HAL QCD            M𝜋 ≃ 710 MeV 
2012  HAL QCD            M𝜋 ≃ 469 — 1171 MeV
2019  “Mainz”                M𝜋 ≃ 960 MeV
2020  CoSMoN             M𝜋 ≃ 714 MeV
2021  NPLQCD             M𝜋 ≃ 800 MeV

(blue = work I was involved in)
We now believe the bound state 
results are not correct

Survey of  lattice QCD results for two-baryons
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Signal-to-Noise (S/N) issue 
 

see Guilherme Catumba talk for tackling S/N 

Energy of  interest is the small O(0.1%) interacting energy 
 

which must be determined precisely and accurately to relate  to scattering amplitudes via 
the Lüscher Quantization Condition (LQC) — see Agostino’s talk for an alternative method 

Excited state contamination prevents the extraction early in time where the S/N is OK 
unlike for mesons - we do not yet know how to construct an improved nucleon operator

S
N

∼ Nsamplee−A(mN− 3
2 mπ)t

δE = ENN − 2mN
δE

Why is the progress not better?
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ei(P�q)·y

NPLQCD, 

Yamazaki et al., 

CalLat (2015)

Compact, hexa-quark 
creation operator

HAL QCD Potential

diffuse - wall source
momentum-space 
creation & annihilation
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e�ip·xi

positive-definite correlation matrix

“Mainz”   (Distillation)

CoSMoN (stochastic LapH

NPLQCD (sparsened momentum)

Deep bound di-nucleons no bound state no bound state

Do di-nucleons bind @ heavy pion mass?

The methods lead to different spectrum!

But, the spectrum can not depend upon the creation/annihilation operators!

At least one method must be wrong!
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Do di-nucleons bind @ heavy pion mass?
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wall src.

wall src. NR
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Mirrage in Temporal Correlation functions for Baryon-Baryon Interactions in Lattice QCD 
HAL QCD: Iritani et al., JHEP 10 (2016) [1607.06371] 

Extracted spectrum depends on creation operator

 


smeared hexaquarks  bound states

diffuse wall source  scattering state




smeared hexaquarks  unphysical non-zero  @ 

diffuse wall source  scattering state

ΞΞ(1S0)
⟶

⟶
ΞΞ(3S1)

⟶ ΔE L = ∞
⟶
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Do di-baryon interactions have strong discretization corrections?

O(1000%) correction to the binding energy from 
discretization

Surprising to many of  us who had been working on NN


simple arguments led us to expect discretization 
arguments to be ~ interaction energy ~ B

0.000 0.002 0.004 0.006 0.008 0.010
a2 (fm2)

0

10

20

30

40

B
H

(M
eV

)

L ! 2.4 fm

L ! 2.4 fm, |p2|" m2
π
/4

L ≈ 2.1 fm

Weakly bound h-dibaryon from SU(3)-flavor symmetric QCD 
Green, Hanlon, Junnarkar, Wittig,  PRL 127 (2021) 
[2103.01054]

How universal is this for different actions? 

How universal is this for different BB systems?

h-dibaryon is special: eg. the HAL QCD 
potential for singlet in SU(3) limit is purely 
attractive 

clearly important to investigate
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Use Stochastic Laplacian Heaviside (sLapH) method [Morningstar et al, PRD 83 [1104.3870]]


LapH [Peardon et al., PRD 80 [0905.2160]]: solve for eigenvectors of  3D Laplacian, 


stochastic: insert stochastic noise between  and solving for quark propagators - hold solves fixed vs 
volume


Keep an eye out for quda_laph which does all this on GPUs


Work at heavy pion mass to mimic NPLQCD results


CLS action: C103: ,  fm,  MeV


On 800 configurations (two streams/replicas) construct sources at 4 times/config


compute all irreps for both deuteron and di-neutron channels

|λ⟩

|λ⟩

L = 48 a ≈ 0.086 mπ = mK ≈ 714

Step 1: perform NN calculations with momentum space creation ops

3

TABLE I. For a given total momentum Ptot = dtot
2⇡
L , where

dtot is a vector of integers, we list the cubic irreps that use
in this work that are expected to have a large overlap with S-
wave scattering in the deuteron channel (left) and the dineu-
tron channel (right). The g label denotes irreps of definite
positive parity while the u label denotes irreps of definite
negative parity. We also list the number of operators used
for that irrep in order to build the correlator matrices and
determine the spectrum.

deuteron dineutron
d2
tot irrep Nop irrep Nop

0 T1g 15 A1g 6
1 A2 10 A1 10
1 E 18
2 A2 15 A1 21
2 B1 19
2 B2 21
3 A2 9 A1 9
3 E 17
4 A2 7 A1 10
4 E 15

(dineutron) channel as well as the number of independent
operators used for each irrep.

Given a set of operators, an Nop ⇥ Nop matrix of two-
point correlation functions is constructed from which to
determine the spectrum,

Cij(t) = h⌦|Oi(t)O
†
j(0)|⌦i

=
X

n

Zn
i Z†n

j e�Ent (2.1)

where |⌦i is the vacuum, the time-independent overlap
factors are Zn

i = h⌦|Oi|ni, and the sum runs over eigen-
states of the Hamiltonian that have overlap with the
quantum numbers of the creation/annihilation operator
basis. The matrix of correlators can be (approximately)
diagonalized by solving the generalized eigenvalue prob-
lem (GEVP) using the correlator at two di↵erent times

�, V = eigh(C(td), C(t0)) . (2.2)

The diagonal principle correlator is approximated by

⇤(t) = V †C�1/2(t0)C(t)C�1/2(t0)V . (2.3)

If the operator basis spanned the complete eigenspace,
⇤(t) would be exactly diagonal. However, since Monte
Carlo sampling is used to compute Cij(t) with a finite
basis of operators Nop, Eq. (2.3) will have small, o↵-
diagonal components. Nevertheless, the diagonal ele-
ments of ⇤(t) will have reduced contamination from ex-
cited states and be described by a sum of exponentials
with only positive overlap factors

⇤l(t) =
X

n

|Z̃l,n|
2e�Ent , (2.4)

where 0  l < Nop is the lth principle correlator of ⇤(t).
The overlap of the original operator onto the ground state
of the lth principle correlators (the lth level) is given by

Z(l)
i = C1/2

ik (t0)VklZ̃l,0 . (2.5)

Computing these overlap factors is instructive for under-
standing how well a given operator relatively couples to
the various eigenstates.

If a good basis of operators is used, it has been shown
that the first excited state in Eq. (2.4) with significant
overlap comes from the Nop + 1 level [38]. However, for
two-particle systems, this argument assumes that the sin-
gle hadron operators used to build the two-hadron corre-
lator have also been optimized to have minimal excited
state contamination. For two-meson systems, this has
been implemented, see for example Refs. CITE[], but it is
significantly more complicated to do for two nucleon sys-
tems, or two-baryons in general. In general, such an oper-
ator improvement for the nucleons is not used and so the
NN correlation functions have significant excited state
contamination in the time region for which the GEVP is
implemented. However, as we will describe in Sec. II B,
this excited state contamination can be modeled well and
controlled through multi-exponential analysis.

A. Details of the lattice calculation

1. Lattice Action

This calculation uses the CLS lattice action [39] which
is an Nf = 2 + 1 isotropic clover-Wilson action that
is non-perturbatively O(a) improved and the Lüscher-
Weisz improved gluon action with tree-level coe�cients
was used with periodic boundary conditions in all direc-
tions. The lattice spacing is a ⇡ 0.086 fm with a lattice
volume of 483

⇥ 96. With mu = md = ms ⇡ mphys
s ,

m⇡L ⇡ 15. A total of 1498 configurations are used from
four replicas/streams. The choice of quark masses was
made to roughly match the SU(3) symmetric calculation
of NPLQCD [10] where it was claimed that deeply bound
di-nucleons existed [10, 13, 15].

2. Interpolating operator construction

This study makes use of the stochastic Laplacian Heav-
iside (sLapH) method [34] to construct single hadron in-
terpolating operators with definite momentum projection
at the source and sink. A first step in utilizing the dis-
tillation of sLapH method is to choose how many eigen-
vectors (Nev) of the 3D Laplacian to use from which to
build the sources, for which larger Nev amounts to less
smearing of the quark sources. It is well known that
more smearing reduces contributions from excited states
but also increases the stochastic noise of correlation func-
tions. In Fig. 1, we show the e↵ective mass of the pion
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How to extract the spectrum?


For meson-meson scattering, creation operators have been improved to eliminate excited state contamination 
early in time


These involve operators with derivatives/displacements, but in the end, 4-quark operators were not needed 
 

For nucleons, we know in principle, but not in practice, how to improve the nucleon 
 
 
 

As far as I know, no one has found a set of  operators that meaningfully reduces excited state contamination 
for single nucleon correlators 

Even if  you do, unlike for mesons, the improved nucleon has more than 3 quark-line objections 
this will substantially increase the complexity of  Wick contractions for NN correlators

Step 1: perform NN calculations with momentum space creation ops

= + +…

= + + + +…
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How to extract the spectrum?


We are forced to control multi-exponential fits to extract both the N and NN spectrum


Ratio correlator,  

provides a precise estimate of  the interaction energy 

Even if  NN is positive definite (principle correlators after GEVP), the  correlator can suffer opposite 
sign contributions to  

Take advantage of  positive-definiteness of   by building fit function that respects these features 
 

,        ,     , … 

Perform simultaneous fit to  correlation functions

R(t, P) =
NN(t, P)

N(t, p1)N(t, p2)

R(t, P)
mR

eff(t)

NN(t, P)

R(t, P) =
r2
0e−δENN

0 t (1 + r2
l e−ΔENN

l0 t)
(1 + z2

p1,ne
−ΔEp1

n0 t) (1 + z2
p2,ne

−ΔEp2
n0 t)

r2
0 = ( zNN

0

zp1
0 zp2

0 )
2

≥ 0 r2
l = (zNN

l /zNN
0 )2 ≥ 0

N1, N2, R

Step 1: perform NN calculations with momentum space creation ops
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How to extract the spectrum?


Single nucleon described by 2 exponentials from  

NN correlator has three kinds of  excited state 
contamination:


elastic scattering modes of  NN — lowest energy gap 
but largely removed from GEVP


inelastic excited states from single nucleon — these 
pollute NN in nearly the same way as N, but are 
present


NN inelastic corrections — eg. , larger energy gap 

Look for models (  etc) that consistently describe all 
NN correlators - don’t cherry pick for each irrep

t ≳ 5

ΔΔ

tmin, Nn

Step 1: perform NN calculations with momentum space creation ops

0.700
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E
0 0
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0.67Q
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¢
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arXiv:2009.11825

3 S 1
–
3 D

1

1 P 13 D
2

3 D
3

(only shown for total
zero momentum)

(in the following: assume negligible S � D mixing)

More costly — but MANY more energy levels
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16 energy levels with (expected) negligible overlap with non S-wave
We find a virtual bound state (like dineutron) - a 
purely imaginary solution with negative sign 

                  

We can infer the size of  the potential from causality 
and unitarity: Wigner PRD 98 (1955), Phillips and Cohen PLB 390 (1997) 

               

qdeut
−

mπ
= − i0.132(32)

r0 ≤ 2 [R −
R2

a
+

R3

3a2 ] , mπR ≳ 2.0 , R ≳ 0.55 fm

focus on S-wave dominated levels [2009.11825]

°0.10 °0.05 0.00 0.05 0.10 0.15 0.20 0.25
q2/m2

º

°0.25

0.00

0.25

0.50

0.75

1.00

qc
ot

±/
m

º

mº ª 800: single stout

mº ª 714: CLS

NPLQCD

<latexit sha1_base64="o+RJmjZ2LeJ3jvC81GcUZRdhbiA=">AAACLHicbZDPSiNBEMZ71FU3u2rUo5dmw8IeljAjoiIexL14VNiokAmhpqeSNPafsbtGCUNexUfwKby6Jy8iXn2O7cQcdtUPGn7UV0V1fVmhpKc4foxmZuc+zS8sfq59+bq0vFJfXTv1tnQCW8Iq684z8KikwRZJUnheOASdKTzLLn6N/bMrdF5a85uGBXY09I3sSQEUSt36bpU6zTNbmjzlnoBwtMdTJXW3ukyd7A8InLPX8YhfpsJSmqMi4Ps87tYbcTOeiL+HZAoNNtVxt/6c5laUGg0JBd63k7igTgWOpFA4qqWlxwLEBfSxHdCARv8zv5KFn2Cnmhw74t+DmfOedeEZ4pPqv8MVaO+HOgudGmjg33rj4kdeu6TebqeSpigJjXhd1CsVJ8vHyfFcOhSkhgFAOBm+zcUAHAgK+dZCHsnb69/D6WYz2W5unWw1Dg6nySyyDfaN/WAJ22EH7IgdsxYT7IbdsXv2J7qNHqKn6Pm1dSaazqyz/xS9/AVUrKhu</latexit>

bound state : lim
q!0

q cot � < 0
<latexit sha1_base64="W6+rv56qXICWpM8I8uJUpDxbgzA=">AAACGnicbZC7TsMwFIadcg+3AiOLRQVigCpBCBgRLIwg0YvURJXjOMXCiV37BKmK+gY8Ak/BChMbYmVh4F1wLwO0/JKlT+c/R8fnj5TgBjzvyynNzM7NLywuucsrq2vr5Y3NupG5pqxGpZC6GRHDBM9YDTgI1lSakTQSrBHdXw78xgPThsvsFnqKhSnpZDzhlIAttct7tzhQWiqQbpBoQgu/X3RxQCXgIGYCCD7kuNtvlyte1RsKT4M/hgoa67pd/g5iSfOUZUAFMablewrCgmjgVLC+G+SGKULvSYe1LGYkZeYgfuDKDDEshqf18a41Y5xIbV8GeFj9PVyQ1JheGtnOlMCdmfQGxf+8Vg7JWVjwTOXAMjpalOQCg8SDnHDMNaMgehYI1dx+G9M7YhMCm6Zr8/Anr5+G+lHVP6ke3xxXzi/GySyibbSD9pGPTtE5ukLXqIYoekTP6AW9Ok/Om/PufIxaS854Zgv9kfP5AwM+oG8=</latexit>

T / 1

q cot � � iq

Scattering Theory Refresher q cot δ = −
1
a

+
1
2

rq2 + ⋯

We have to keep in mind the observed discretization 
effects in SU(3) symmetric h-dibaryon 

We do not anticipate this is the source of  discrepancy
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NPLQCD Collaboration used an alternative momentum-space 
method and repeated their calculation @  
Amarasinghe et al. PRD 107 (2023) [2108.10835] 

Their new results are qualitatively consistent with other 
momentum-space methods 

Their new results are not consistent with their old results 
provided they have momentum-space sources in the basis 

They have not concluded the old methods are wrong 

They did emphasize the importance of  hexaquark (HX) ops, 
but only observe the deep bound state with HX-only ops

mπ ≈ 800 MeV
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FIG. 34. Comparison of the I = 1 (left) and I = 0 (right) two-nucleon S-wave phase shifts
determined in this work with previous calculations using [D, H] correlation functions from the
NPLQCD [18] and CalLat collaborations [25], previous calculations using [D, D] correlation func-
tions in Ref. [26], and those using variational methods with sets of two dibaryon interpolating
operators in several boosted frames in Ref. [28]. The dashed vertical lines show the starts of the
t-channel cut (k2 = m2

⇡/4).

and �E
(2,0,T+

1 ,S0)
0 = �0.00248(48) indicates a 1� preference for an unbound ground state in

both channels. Results using additional volumes will allow a determination of whether two-
nucleon ground states are bound or unbound with higher statistical significance. As the
ground-state energies obtained with the variational method are upper bounds on the true
LQCD energies, it is also possible that a bound state exists but has small overlap with all
interpolating operators used in this study.

The upper bounds for the first excited-state FV energy shifts obtained using S(2,1,A+
1 )

0

and S(2,0,T+
1 )

0 are positive, and if they provide an accurate estimate of these energy levels (in
particular if there are not lower-energy states approximately orthogonal to the interpolating
operators used here) than there cannot be two bound states in either the dineutron or
deuteron channels. The first excited-state energy shift is closer to the non-interacting s = 1
energy than zero, which is suggestive of an attractive interaction that is not strong enough
to form a bound state [37], but it does not rule a bound state out. Qualitatively, the large
overlap of s = 0 dibaryon operators onto the lowest extracted state and the large excited-
state overlap of hexaquark operators is more reminiscent of the unbound than the bound
scenario in a QED model of bound-state formation [156], but the large overlap of hexaquark
operators with a particular excited state observed here in contrast to the approximately
uniform overlap with all excited states found in Ref. [156] indicates that the low-energy
QCD spectrum with B = 2 and m⇡ = 806 MeV is likely to be more complicated than this
QED-model spectrum. Further high-precision variational studies of the volume dependence
of B = 2 FV energy shifts with a more extensive operator set are needed to conclusively
determine whether the B = 2 ground states at m⇡ = 806 MeV are bound or unbound.
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nucleon ground states are bound or unbound with higher statistical significance. As the
ground-state energies obtained with the variational method are upper bounds on the true
LQCD energies, it is also possible that a bound state exists but has small overlap with all
interpolating operators used in this study.

The upper bounds for the first excited-state FV energy shifts obtained using S(2,1,A+
1 )
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and S(2,0,T+
1 )

0 are positive, and if they provide an accurate estimate of these energy levels (in
particular if there are not lower-energy states approximately orthogonal to the interpolating
operators used here) than there cannot be two bound states in either the dineutron or
deuteron channels. The first excited-state energy shift is closer to the non-interacting s = 1
energy than zero, which is suggestive of an attractive interaction that is not strong enough
to form a bound state [37], but it does not rule a bound state out. Qualitatively, the large
overlap of s = 0 dibaryon operators onto the lowest extracted state and the large excited-
state overlap of hexaquark operators is more reminiscent of the unbound than the bound
scenario in a QED model of bound-state formation [156], but the large overlap of hexaquark
operators with a particular excited state observed here in contrast to the approximately
uniform overlap with all excited states found in Ref. [156] indicates that the low-energy
QCD spectrum with B = 2 and m⇡ = 806 MeV is likely to be more complicated than this
QED-model spectrum. Further high-precision variational studies of the volume dependence
of B = 2 FV energy shifts with a more extensive operator set are needed to conclusively
determine whether the B = 2 ground states at m⇡ = 806 MeV are bound or unbound.
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and �E
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0 = �0.00248(48) indicates a 1� preference for an unbound ground state in

both channels. Results using additional volumes will allow a determination of whether two-
nucleon ground states are bound or unbound with higher statistical significance. As the
ground-state energies obtained with the variational method are upper bounds on the true
LQCD energies, it is also possible that a bound state exists but has small overlap with all
interpolating operators used in this study.

The upper bounds for the first excited-state FV energy shifts obtained using S(2,1,A+
1 )

0

and S(2,0,T+
1 )

0 are positive, and if they provide an accurate estimate of these energy levels (in
particular if there are not lower-energy states approximately orthogonal to the interpolating
operators used here) than there cannot be two bound states in either the dineutron or
deuteron channels. The first excited-state energy shift is closer to the non-interacting s = 1
energy than zero, which is suggestive of an attractive interaction that is not strong enough
to form a bound state [37], but it does not rule a bound state out. Qualitatively, the large
overlap of s = 0 dibaryon operators onto the lowest extracted state and the large excited-
state overlap of hexaquark operators is more reminiscent of the unbound than the bound
scenario in a QED model of bound-state formation [156], but the large overlap of hexaquark
operators with a particular excited state observed here in contrast to the approximately
uniform overlap with all excited states found in Ref. [156] indicates that the low-energy
QCD spectrum with B = 2 and m⇡ = 806 MeV is likely to be more complicated than this
QED-model spectrum. Further high-precision variational studies of the volume dependence
of B = 2 FV energy shifts with a more extensive operator set are needed to conclusively
determine whether the B = 2 ground states at m⇡ = 806 MeV are bound or unbound.

NPLQCD update with momentum-space
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Compare all methods in the literature


Momentum space creation operators and GEVP


HX creation operators from off-diagonal correlators


displaced nucleons in position space creation operators


HAL QCD potential method


Add hexaquark interpolator to the basis with momentum space and GEVP

Can we understand the NN discrepancy in more detail?

Di-nucleons do not form bound states at heavy pion mass
or

Do di-nucleons form bound states at heavy pion mass?
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We perform a high-statistics lattice QCD calculation of the low-energy two-nucleon scattering
amplitudes. In order to address discrepancies in the literature, the calculation is performed at a
heavy pion mass in the limit that the light quark masses are equal to the strange quark mass.
Using a state-of-the-art momentum space method, we rule out the presence of a bound di-nucleon
in both the isospin 0 (deuteron) and 1 (di-neutron) channels at more than 5�, in contrast with
many previous results that made use of compact hexaquark creation operators. In order to diagnose
the discrepancy, we add such hexaquark interpolating operators to our basis and find that they
do not e↵ect the determination of the two-nucleon finite volume spectrum, and thus they do not
couple to deeply bound di-nucleons that are missed by the momentum-space operators. Further, we
perform a high-statistics calculation of the HAL QCD potential on the same gauge ensembles and
find qualitative agreement with our main results. We conclude that two-nucleons do not form bound
states at heavy pion masses and that previous identification of deeply bound di-nucleons must have
arisen from a misidentification of the spectrum from o↵-diagonal elements of a correlation function.

I. INTRODUCTION

Our ability to predict the low-energy, two nucleon
(NN) forces directly from the underlying theory of
strong interactions, Quantum Chromodynamics (QCD),
remains an outstanding theoretical challenge. Being able
make such predictions quantitatively will refine our de-
scription of matter in the universe, enabling us to im-
prove our microscopic description of the reactions that
power the stars and to quantify e↵ects seen in laboratory
detectors when rare processes occur.

In order to carry out such predictions, lattice QCD
(LQCD) can be used to make systematically improvable
calculations of the properties and interactions of nucle-
ons directly from the quark and gluon degrees of freedom
of QCD. Such calculations are carried out in Euclidean
spacetime such that Monte Carlo methods can be used to
stochastically evaluate QCD correlation functions with
the path integral. For single hadrons, the spectrum is
simply determined from the long-time behavior of the
correlation function, while for two hadrons, their scat-

tering amplitudes are not directly accessible due to both
the finite volume (FV) as well as the Euclidean metric.

In order to access the two-particle scattering ampli-
tudes, a method known as the Lüscher Quantization Con-
dition (LQC) [1, 2] is used to relate the two particle
spectrum in FV to the infinite volume scattering am-
plitudes. Specifically, what is required is a precise and
accurate determination of the interacting energy of the
system. A major challenge for two-nucleon (NN) calcu-
lations is that this interaction energy is O(0.1%) of the
total energy of the system. Because LQCD is a rela-
tivistic QFT, and it is carried out with the quark and
gluon degrees of freedom, we must compute the total en-
ergy of the system versus having direct access to these
small interacting energies. In and of itself, this is not a
problem, but LQCD calculations involving nucleons also
su↵er from an exponentially bad signal-to-noise (S/N)
problem [3, 4]: in the large time limit, the S/N degrades
roughly as S/N ⇠

p
Nsampleexp(�A(mN �

3
2m⇡)t) where

A is the number of nucleons.

For small Euclidean times, the correlation functions

In preparation: 2025.04XYZ
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NPLQCD (2012, 2017) / CalLat (2015) g.s. energy 
from local NN creation operator

pulling  apart at creation leads to 
significantly different excited state contamination 
[CalLat, Berkowitz et al., PLB 765 [1508.00886]


extracting stable  is challenging


local  strongly couples to NN-inelastic 
states that are unique to NN e.g. 

p†(x0)n†(x0 + Δ)

ΔE

p†(x0)n†(x0)
ΔΔ

compare with local (HX) and displaced NN source
Local HexaQuark creation operator displaced nucleon creation operator
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hexaquark (HX) operator strongly overlaps with 
highest state in the spectrum (top left)


N(p)N(p) operators mostly overlap onto a single 
state, with some mixing (except with highest state)

Isosinglet T1g Overlap Factor Results
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Spectrum Extractions

Blue points: energies obtained using all operators
Green points: energies obtained excluding hexaquark operators
Blue squares: hexaquark-dominated levels
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C. Morningstar Hexaquark Operator Study 31

Spectrum Extractions

Blue points: energies obtained using all operators
Green points: energies obtained excluding hexaquark operators
Blue squares: hexaquark-dominated levels
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C. Morningstar Hexaquark Operator Study 31

E w/out HX

Spectrum Extractions

Blue points: energies obtained using all operators
Green points: energies obtained excluding hexaquark operators
Blue squares: hexaquark-dominated levels
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C. Morningstar Hexaquark Operator Study 31

E with HX

Spectrum Extractions

Blue points: energies obtained using all operators
Green points: energies obtained excluding hexaquark operators
Blue squares: hexaquark-dominated levels
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HX dominated state

we find the HX operator is NOT needed to 
determine the low-lying NN spectrum

Add hexaquark (HX) to basis of  p-space creation ops
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CLS action: C103: ,  fm,  MeV


,    

With higher statistics, we become more susceptible to excited state contamination at fixed 


We still have the issue that the N operators used in the NN correlator are not improved


We want to fit NN correlator, not R, to take maximal advantage of  positive-definiteness of  NN


We want to build a fit model that reflects the numerical data


One thing observed for years is that the ratio corrleators 
have strong cancellations in excited states between  
NN and N - which is more true for displaced and 
p-space creation operators

L = 48 a ≈ 0.086 mπ = mK ≈ 714

Ncfg = 802 ⟶ 1490 Nsrc = 4 ⟶ 8

t

Increase statistics of  p-space GEVP method
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If  the nucleons did not interact, the model to fit the correlators would be 
 
 
 

We can use this observation to build a conspiracy model that naturally allows for the cancellation of  excited states 
between NN and N


If   states are used to describe the single nucleons, then use  or  to describe the 
NN correlator depending if  the single nucleons have the same ( ) or different ( ) 
spectral decomposition


Model NN energies as 


Treat all overlap factors as positive and independent


Use ratio correlator to estimate prior for       


Estimate excited state energy gaps as 


Perform fully correlated fit to  and  correlators

NN NNN = N2
N NNN =

Nn(Nn + 1)
2

|p1 | = |p2 | |p1 | ≠ |p2 |

ENn
1 Nm

2 = EN1
n + EN2

m + δnm

δ̃00 = mR
eff(tref) × 𝒩(1,1) δ̃nm = mR

eff(tref) × 𝒩(0,1)

Δ̃n,n−1 = En − En−1 = Lognormal(2mπ, mπ)

NN N1, N2

NN 2025.04XYZ : Conspiracy model

5

and �n0 = En � E0. A global fit was performed to
R(t) and the individual nucleons Ni(t). Stability of the
ground state energies were studied by varying the time-
range used in the analysis as well as the number of excited
states used in the numerator and denominator functions.

We improve upon this strategy in two ways:

1. We directly fit the two-nucleon corelation func-
tions, as well as the single-nucleon ones, rather
than fitting the ratio correlation function, for which
Eq. (2.8) is a robust model for all numerical results.

2. Conspiracy model: Motivated by the observed can-
cellation of excited states in R(t), we build a model
of the NN correlator that reflects this observation
such that the number of states used to describe
the NN correlator is exactly given by the choice of
how many are used to describe the single-nucleon
correlators, such that the NN excited states have
the freedom to conspire to cancel with those in the
individual nucleons. We further elaborate on this
model in the following.

If the two-nucleons did not interact with each other, then
the NN correlation function could be described as the
product of the two single nucleon correlators:

CNN (t) =

"
N1�1X

n1=0

A(1)
n e�E(1)

n t

#"
N2�1X

n2=0

A(2)
n e�E(2)

n t

#
.

In the limit that the two nucleons are the same, such as
for the case when the total momentum of the NN corre-
lator is zero, the NN correlator would then be described
by the square of the single nucleon correlator.

For two nucleons, which are strongly interacting, such
a model may not provide a good estimate for the overlap
factors, but it is still a good starting point for the NN
energies since the interacting energy is of O(0.1%) of the
total energy of the system. Therefore, the conspiracy
model is constructed as follows:

1. If N states are used for the single nucleons, then N2

states are used to describe the NN correlator in the
general case, and N N+1

2 in the case where the two
nucleons have the same magnitude of momentum;

2. The overlap factors of the NN correlator are pa-
rameterized independently from the single nucleon
correlators;

3. The ground and excited state energies of the NN
correlator are parameterized as

ENn
1 Nm

2 = EN1
n + EN2

m + �nm , (2.9)

where ENi
n = ENi

0 + �Ni
n0 is the nth energy of nu-

cleon i and �nm is an interaction energy between
the nth state of nucleon-1 (N1) and the mth state
of nucleon-2 (N2).

4. A global analysis is performed to simultaneously
constrain the single nucleon ground and excited
state energies, ENi

n , along with the two-nucleon in-
teracting energies, �nm as well as the overlap factors
for all correlators.

There is freedom to pick which pair of single nucleons to
use as the reference state when building the conspiracy
model, provided the correct center-of-mass energies are
constructed for the LQC analysis of the amplitude. In or-
der to automate the choice of N1 and N2 for the analysis
of a given principle correlator in an irrep, we first exam-
ine the relative overlaps of a given NN operator with the
various principle correlators, Eq. (2.5). Often, a given op-
erator predominantly couples to a single level and there
is a one-to-one mapping between the operators and the
levels. When this is not the case, we use the e↵ective en-
ergies of the single nucleons and the corresponding NN
correlator to pick a reference set of single nucleons by
minimizing abs(ENN � EN1 � EN2) across the set of N1

and N2 states that can be used to make an operator in
the given NN irrep.

We contrast this conspiracy model with an agnostic
model in which the number of excited states in the NN
correlator are not fixed by the choice of the single nucleon
correlators, nor are the energies coupled as in Eq. (2.9).
Our previous work implemented such an agnostic model
(and also fit the ratio correlation functions). In this work,
we show that the conspiracy models are strongly favored
over the agnostic models as measured by the Bayes Factor
in a Bayesian analysis.

1. Estimation of priors for the conspiracy model

Important to stabilizing a multi-exponential fit and not
biassing the posterior extraction of the model parameters
is careful choice of the priors. It is also important to de-
sign criteria for choosing fit windows, number of excited
states and priors that are applied uniformly rather than
hand-selecting these choices for each correlator.

The first step we take is to use Eq. (2.8) to describe
each of the two-point functions. For the single nucleons,
the e↵ective mass and e↵ective overlap factors

meff (t) = ln

✓
C(t)

C(t + 1)

◆
,

Aeff (t) = e+meff (t) t C(t) ,

can be used to estimate the ground state priors for a
given correlator. In this work, we use a reference time to
estimate the Gaussian priors as

Ẽ0 = meff (tref) ⇥ N (1, 0.1) ,

Ã0 = Aeff (tref) ⇥ N (1, 1) , (2.10)

where N (µ, �) is a Gaussian distribution of mean µ and
width �. Examining the e↵ective mass of the nucleon,
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Compare with an Agnostic Model where the  is 
independent of  

NNN
NN

NN 2025.04XYZ : Conspiracy model
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Under Bayes Theorem - the evidence provides a relative weight to predict the probability of  the model, given 
the data — the conspiracy model is preferred by the data
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Large stability study with respect to all user input paramters

NN 2025.04XYZ : Conspiracy model
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Bound state on this ensemble ruled out by ,   ,   


Our results are now sensitive to  partial wave mixing

> 7σ amπ = − 5.10(68)
q cot δ

m
= −

1
am

+
1
2

(rm)
q2

m2
+ ⋯

S − D

NN 2025.04XYZ : Deuteron Amplitude
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mu = md = ms ≈ mphys
s ⟶ mπ ≈ 714 MeV

a ≈ 0.086 fm V = 483 × 96

Potential “saturates” at 


Study  extrapolation


Study sensitivity to 


Insensitivity to various functional forms of  V(r) 
 

 

 

 

            regulated OPE          +  Woods-Saxon 
            Wiringa, Stoks, Schiavilla PRC 51 (1995) 
 

t ∼ 8

t → ∞

rmin, rmax

V(r) = ∑
n

bne−r2/2σ2
n

V(r) = Aπ
e−mπr

r (1 − e−r2/r2
0)

n
+

w0 + w1r + w2r2

1 + e(r−r0)/a

V(r) = Aπ
e−mπr

r (1 − e−r2/r2
0)

n
+ H . O . basis

PRELIMINARY

NN 2025.04XYZ : Deuteron HAL QCD Potential
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a ≈ 0.086 fm V = 483 × 96

HAL QCD (gray band) is fairly consistent with 
our Lüscher (standard) results


HAL QCD has different discretization effects, as 
well as additional systematics

PRELIMINARY
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Di-nucleons do not form bound states at heavy pion mass

2025.04XYZ

The full calculation excludes a bound 
state at  

The inclusion or not of  HX 
operators does  not influence our 
spectrum 

We observe extracted spectrum 
dependence on the creation operators 
with off-diagonal correlators 
 
 

The HAL QCD potential yields 
qualitative consistent phase shift

> 7σ

Spectrum Extractions

Blue points: energies obtained using all operators
Green points: energies obtained excluding hexaquark operators
Blue squares: hexaquark-dominated levels
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Di-nucleons do not form bound states at heavy pion mass

2025.04XYZ

The full calculation excludes a bound 
state at  

The inclusion or not of  HX 
operators does  not influence our 
spectrum 

We observe extracted spectrum 
dependence on the creation operators 
with off-diagonal correlators 
 
 

The HAL QCD potential yields 
qualitative consistent phase shift

> 7σ
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Blue points: energies obtained using all operators
Green points: energies obtained excluding hexaquark operators
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What went wrong?

2025.04XYZ

We believe the previous results suffered from a false plateaux identification 
HAL QCD: Iritani et al., JHEP 10 (2016) [1607.06371] 

Use model: 

 chosen to represent elastic scattering modes

 chosen to describe early time excited states


use  at  to solve for 

C(t) = e−E0t (1 + A1e−Δ1t + A2e−Δ2t + A3e−Δ3t + A4e−Δ4t)
Δ1,2
Δ3,4

meff(t) t = {2,3,7,11} Ai
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A new’ish result also showed surprisingly large discretization effects -  
use of  non-perturbative, -improved clover-Wilson action (CLS) 
[Green, Hanlon, Junnarkar, Wittig, PRL 127 - 2103.01054]
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Predicting properties and interactions of  nuclei with SM input
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(fig: C. Drescher)

quarks, gluons and lattices 
(M. Creutz)
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GFMC, IMSRG, 
coupled-cluster, HOBET, 
Shell Model, …

Predicting properties and interactions of  nuclei with SM input
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An issue with this program is that, the majority of  NN EFT  light-nuclear predictions 
utilize SU(2)  and we have growing evidence that this theory is not converging

→
HBχPT(Δ/)




 scattering


 
 

At the same time, there is optimism that adding 
explicit  degrees of  freedom can restore 
convergence


This is good for LQCD as it adds more explicit 
areas for LQCD to contribute to necessary 
nuclear input

mN

πN

gA

Δ
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LQCD and PT / NN EFT: χ mN

An issue with this program is that, the majority of  NN EFT  light-nuclear predictions 
utilize SU(2)  and we have growing evidence that this theory is not converging

→
HBχPT(Δ/)
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(a) The I = 1/2 spectrum compared with model values.

(b) The I = 3/2 spectrum compared with model values.

Figure 8: The center-of-mass momentum q
2
cm/m

2
⇡ for the I = 1/2 and I = 3/2 spectra together with

model values from amplitude fits employing the spectrum method with Npw = 2 partial waves for
I = 3/2. For I = 1/2, only the s-wave is included and the fit to all five points is shown.

m⇡ (MeV) m⇡a
1/2
0 m⇡a

3/2
0

This work 200 0.142(22) �0.2735(81)

LO �PT 200 0.321(04)(57) �0.161(02)(28)

LO �PT 140 0.159(02)(19) �0.080(01)(10)

Pheno. (isospin limit)[27] 140 0.1788(38) �0.0775(35)

Table 6: A comparison of our N⇡ scattering length results at m⇡ = 200 MeV with phenomenological
values in the isospin limit and predictions from leading order chiral perturbation theory. For the �PT
predictions, the first error is from uncertainties on the input parameters, ✏⇡ and µ, and the second error
is a �PT truncation uncertainty given by ✏⇡m⇡a

I
0[LO].

18

the qualitative nature of  the scattering lengths seems 
to change dramatically with a seemingly small 
change in 


the magnitude of   becomes larger


trouble with SU(2) baryon XPT?

mπ
mπa3/2

0
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1805.12130, 1912.0821, 2503.09891 

Comparing LQCD predictions of   to PDG can help constrain BSM right-handed charged currents (RHCC)

This is interesting as BSM RHCC are favored for resolving first-row CKM unitarity tension 
Cirigliano, Dekens, de Vries, Mereghetti, Tong JHEP 03 (2024) [2311.00021]

But - there is a unknown QED correction to  that may be as large as 2% 
Cirigliano, de Vries, Hayen, Mereghetti, Walker-Loud, PRL 129 (2022) [2202.10439] 

 seems to have a particularly poor convergence pattern with SU(2) 

gA

gA

gA HBχPT(Δ/)
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1805.12130, 1912.0821, 2503.09891 - Finite Volume corrections 

large  predicts the virtual nucleon and  loops cancel 
this holds for both infinite and FV corrections 
[Jenkins & Manohar, +Flores-Mendieta, …] 

Not using explicit  means NNLO contributions have to be 
large to account for implicit  corrections 

Fitting the numerical results leads to non-convergent expansion
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FIG. 2. We plot the predicted NLO FV corrections to gA

using SU(2) HB�PT(�) and the large-Nc expansion, with
two di↵erent large-Nc relations for gN�. We also plot the
predicted FV correction from HB�PT(�/) and the large-Nc

expansion also with � = 0. All corrections are plotted with
m⇡L = 4.

III. QUANTIFYING THE FV UNCERTAINTY

When accounting for FV corrections to gA, the strat-
egy used by most groups is to use the asymptotic form
of the leading prediction from SU(2) HB�PT(�/)

�FV = cV m2

⇡
e�m⇡L

p
m⇡L

, (3.1)

which can be obtained from Eq. (2.13) by expanding the
Bessel functions for large argument and replacing the co-
e�cient predicted by HB�PT(�/) with cV . This param-
eter is then determined by fitting results at heavier than
physical pion mass, typically in a global analysis simul-
taneously with discretization corrections as well as quark
mass dependence [44, 46, 48, 49]. Under the assumption
that the FV corrections are non-monotonic versus pion
mass, an important question to resolve is at what level
of precision will the above model introduce an error?

In order to estimate the potential impact of the FV
model, we perform the following exercise: first, we pick a
specific model to describe the pion mass dependence and
two models of the FV corrections, one that is monotonic
and one that supports non-monotonicity. In order to
create this model, we use SU(2) HB�PT(�/) at N2LO,
for which gA is given by

gA = g0 + �(2)� + �(3)� + �(2)
FV

+ �(3)
FV

, (3.2)

where the superscript, n, denotes the order in ✏n
⇡ at which

a term contributes (see also App. B for a summary of all
corrections). The IV chiral corrections are given by [81]

�(2)� = ✏2⇡

h
�g0(1 + 2g2

0
)ln✏2⇡ + 4d̃r

16
� g3

0

i
,

�(3)� = ✏3⇡g0
2⇡

3


3(1 + g2

0
)
4⇡F

M0

+ 4(2c̃4 � c̃3)

�
, (3.3)

where the LECs are defined as

F = lim
m⇡!0

F⇡ , c̃i = (4⇡F )ci , d̃r
i = (4⇡F )2dr

i , (3.4)

such that c̃i and d̃i are dimensionless. Note that the
use of ✏⇡ in these expressions, rather than m⇡/(4⇡F ), in-
duces higher-order corrections beginning at O(✏4⇡), which
should be accounted for if the next-to-next-to-next-to-
leading (N3LO) expression is used to fit gA results (see
Refs. [45, 94]).

The NLO FV corrections are given in Eq. (2.9), while
the N2LO ones are

�(3)
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K 1
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X
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With these functional pieces defined, we proceed to study
the potential impact of di↵erent choices in modeling the
FV corrections.

A. FV sensitivity study: a cautionary tale

To study the impact of the FV model used, we under-
take the following exercise:

1. We begin by fitting the CalLat results at lattice spac-
ing a ' 0.12 fm listed in Table II to the IV expression,

gA = g0 + �(2)� + �(3)� , (3.7)

utilizing only the largest volume at a given pion mass.
We use this fit to provide an estimate for the LECs

gFV
0

, c̃FV
34

= 2c̃FV
4

� c̃FV
3

, (3.8)

that we will use to estimate the FV corrections. In
�(3)� , we set M0 = 939 MeV and F = 92.3 MeV as
the di↵erence using these values and their respective
chiral-limit values is higher order in the chiral expan-
sion. We focus on a single lattice spacing to isolate
the FV e↵ects.

2. We use the RQCD results [48] at m⇡ '

(280–290) MeV, listed in Table I and shown in the
bottom panel of Fig. 1, to construct two models of FV
corrections:
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bottom panel of Fig. 1, to construct two models of FV
corrections:
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This is contrasted with the Taylor models which all have
O(1) or smaller coe�cients in the expansion, and thus
provide a rapidly converging expansion to describe the
numerical results. It will be interesting to see if an ex-
trapolation with explicit �s, that exhibits milder pion
mass dependence, is more favored. Such an extrapola-
tion with only LQCD input will require calculations of
N ! � and � ! � axial matrix elements. See Ref. [93]
for promising first steps in this direction.

The second interesting observation concerns the com-
bination of LECs 2c4�c3 that appears in Eq. (3.3). A re-
cent phenomenological determination from N3LO analy-
sis of pion–nucleon (⇡N) scattering data [132, 133] found
the following values for the LECs c3 and c42

c3 = �5.61(6) GeV�1 ,

c4 = 4.26(4) GeV�1 ,

2c4 � c3 = 14.1(1) GeV�1 . (4.9)

In our analysis using Eq. (4.1a) to describe the pion mass
dependence of gA, we utilized the dimensionless versions
of these LECs, Eq. (3.4). From Table VI, one sees that
the posterior values of c̃34 for the SU(2) HB�PT(�/) fit
models range from 0.76 to 0.81. Converting to GeV�1

using F⇡ = 92.3 MeV, the value of 2c4 � c3 determined
from this analysis becomes

2c4 � c3 = (0.66–0.70) GeV�1 , (4.10)

which is 20 times smaller than the phenomenological es-
timate above. The small priors given to c̃34 are not the
source of this discrepancy. These values were chosen to
optimize the Bayes factor of the fits. If instead a prior
width of 50 is used, the posterior value of c̃34 = 0.85(25)
or similar is found.

This discrepancy for the LECs observed here is a par-
ticularly extreme case, but similar e↵ects have been en-
countered in other examples, including the determina-
tion from ⇡N scattering in the first place [75, 132, 133].
That is, the large values of c3 and c4 entering at sublead-
ing loop level generate sizable corrections that can di↵er
from case to case, and therefore do not necessarily drop
out when comparing observables. In the ⇡N case, this
implies that the HB�PT(�/) theory is not even accurate
enough to relate consistently the expansion of the ampli-
tude around subthreshold and threshold kinematics. The
situation improves appreciably when the � resonance is
included as an explicit degree of freedom [75], as the large
loop corrections are reduced, but, for reasons currently
not understood, also when resumming higher orders in

2
The counting of chiral orders refers to the non-trivial ones, and

since chiral corrections to gA start at O(✏2⇡), the N
3
LO results

from Refs. [132, 133] are consistent with the N
2
LO corrections

to gA. This distinction matters since the indicated errors, prop-

agated from the ⇡N input, are subleading compared to the dif-

ferences between determinations at di↵erent chiral orders.

TABLE III. Convergence pattern of gA at the physical point
(upper table). Dimensionless prefactors of non-analytic con-
tributions in Eq. (3.3) and LECs (lower table).

�
(n)
� (✏phys⇡ ) g0 �

(2)
� �

(3)
�

1.226(15) �0.007(11) 0.0507(53)

source g0 g0(1 + 2g
2
0) 4d̃

r
16 � g

3
0 �

(3)
� /✏

3
⇡

Phenomenology 1.2(1) 4.7(1.0) – 165(16)
LQCD analysis 1.22(2) 4.9(0.2) �21(2) 32(3)

the 1/M0 expansion into a covariant formulation. Un-
derstanding this convergence behavior is important, as
the LECs are used extensively to predict two-body nu-
clear currents and three-body nuclear forces [134–136],
see, e.g., Ref. [137] for a discussion how to account for
ci chiral uncertainties in the axial current. The present
works suggests that gA is another quantity particularly
sensitive to this issue. Future work that includes the �
resonance as an explicit degree of freedom, and/or em-
ploys covariant formulations of baryon �PT, could thus
provide valuable new perspectives. Understanding the
convergence of the chiral expansion is also important for
the radiative corrections to gA, which, at NLO, depend
on the combination c4 � c3 [41]. Also in this case, it will
be important to extend the calculation to include the �
resonance and to thoroughly study the convergence.

Related to the convergence, we can also examine
the size of the coe�cients of the non-analytic terms in
Eq. (3.3) as well as the resulting order-by-order conver-
gence of gA at the physical point. The magnitude of the
dimensionless prefactors in front of the non-analytic con-
tributions provides a measure of how sensitive a given
quantity may be to infrared pion loop e↵ects. For pion
physics, these coe�cients tend to be O(1), while for nu-
cleon quantities, there are often enhancements by factors
of ⇡. Another expectation for a well behaved EFT is to
have O(1) LECs CITE[good ref?]. In Table III, we
show both the convergence pattern at the physical pion
mass and also these dimensionless prefactors and LECs.
One striking observation is how large the prefactor of the

�(3)� term is, particularly with the use of the phenomeno-
logical values of c3 and c4, but also with those determined
from the analysis of the LQCD results. We also note that
at the physical pion mass, the analytic and non-analytic

contributions to �(2)� nearly cancel each other out, leav-

ing a convergence pattern where |�(3)� | > 5 ⇥ |�(2)� | rather

than a natural pattern of |�(3)� | ' ✏⇡|�(2)� |. In Fig. 6, we
plot the contributions to gA normalized by the LO re-

sult. The NLO contribution, �(2)� , changes sign near the
physical pion mass. For values of ✏⇡ slightly smaller than
✏phys⇡ and larger, the convergence pattern does not look

healthy: |�(3)� | > |�(2)� | in this region and for ✏⇡ & ✏phys⇡
these contributions are of opposite sign and become com-
parable in magnitude to g0.



34

Di-nucleons do not form bound states at heave pion mass

The use of  off-diagonal correlators seems to lead to false plateaus in the effective energy

The HAL QCD potential produces results that are qualitatively consistent with standard FV method 
Better quantitative agreement can be explored with


higher order terms in the potential

continuum extrapolation


NN calculations suffer from excited state contamination due in part to  
lack of  improved single nucleon operators


We introduced the conspiracy model to capture these effects

In order to have impact on the physics program, we need to do NN calculations with  MeV


These are underway and first results will hopefully be ready this year

The h-dibaryon exhibits large discretization corrections in the binding energy


This result is very action dependent and warrants further study

To get to nuclei, LQCD can provide LECs of  the N and NN sector


Growing evidence that explicit  degrees of  freedom necessary to have a converging EFT

mπ ≲ 200
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