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For a fixed bounded domain Ω and right-

hand side f let ua be the unique solution of

the elliptic PDE−div(a∇u) = f in Ω

u = 0 on ∂Ω.

Given a class A of admissible choices we

want to solve an optimization problem of the

form

min
{ ∫

Ω
j(x, ua) dx : a ∈ A

}
.

Joint work with M.S. Gelli and D. Lučić

(SIAM Math. Anal. 2023)
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This is an optimal control problem, with state

variable u, control variable a, state equation−div(a∇u) = f in Ω

u = 0 on ∂Ω.

and cost functional

J(u) =
∫

Ω
j(x, u) dx.

The space of states is the Sobolev space

H1
0(Ω) and the class of admissible controls

is A.
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This is part of a larger research program,

with J. Casado-D́ıaz and F. Maestre (U. Sevilla),

concerning optimization problems for elliptic

PDEs, where one is interested in:

• optimal coefficients for −div
(
a(x)∇u

)
= f ;

• optimal potentials for −∆u+ V (x)u = f ;

• optimal right-hand side for −∆u = f .

In this lecture we focus on the first problem.
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The simplest case is when j(x, s) = f(x)s,

that is we want to minimize the quantity

(called compliance)

C(a) =
∫

Ω
f(x)ua dx.

This corresponds to determine the density

of material producing the stiffest membrane

(for a given load f). By an integration by

parts we easily find that C(a) = −2E(a), where

E is the energy

E(a) = inf
{ ∫

Ω

(
a(x)

2
|∇u|2−f(x)u

)
dx : u ∈ C1

0(Ω)
}
.
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If the admissible class is of the form

A =
{ ∫

Ω
ψ(a) dx = m

}
,

with ψ convex, by a Lagrange multiplier λ

(no loss of generality for taking λ = 1) we

are reduced to the problem

inf
{
C(a) +

∫
Ω
ψ(a) dx : a ≥ 0

}
,

or equivalently (recall that C(a) = −2E(a))

sup
{
E(a)−

1

2

∫
Ω
ψ(a) dx : a ≥ 0

}
.
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This is a max /min problem:

sup
a≥0

{
inf

u=0 on ∂Ω

∫
Ω

(
1

2
a|∇u|2−f(x)u−

1

2
ψ(a)

)
dx

}
.

Assume first ψ is superlinear, that is:

lim
s→+∞

ψ(s)

s
= +∞.

Theorem. In this case there exists an opti-

mal coefficient aopt ∈ L1(Ω).

The proof easily follows by the direct meth-

ods of the calculus of variations.
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Indeed, for every u ∈ C1
0(Ω) the map

a 7→
∫

Ω

(
1

2
a(x)|∇u|2 − f(x)u−

1

2
ψ(a)

)
dx

is weakly L1(Ω) upper semicontinuous. Then
E(a) (infimum of a family of upper semi-
continuous functions) is weakly L1(Ω) up-
per semicontinuous too. In addition, testing
with u = 0, we have E(a) ≤ 0 and we obtain∫

Ω
ψ(a) dx ≤ C.

Then, by the superlinearity of ψ, the exis-
tence of an optimal coefficient aopt ∈ L1(Ω)
is easily established.
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We want now to characterize the optimal

coefficients aopt by means of some suitable

auxiliary variational problem.

It is well known that in general supA infB is

different from infB supA, but the case above

is very particular, with the function of the

pair (a, u) convex with respect to the variable

u and concave with respect to the variable

a. Thanks to a result from min/max theory

[Ekeland 1975] we may exchange the order

of inf and sup.
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We then obtain the optimization problem

inf
u∈C1

0(Ω)

{
sup
a≥0

∫
Ω

(
1

2
a|∇u|2−f(x)u−

1

2
ψ(a)

)
dx

}
.

The supremum with respect to the variable
a can now be easily computed:

sup
a≥0

∫
Ω

(
1

2
a(x)|∇u|2 − f(x)u−

1

2
ψ(a)

)
dx

=
∫

Ω

(
1

2
ψ∗
(
|∇u|2

)
− f(x)u

)
dx,

where ψ∗ is the Legendre-Fenchel conjugate
function of ψ, given by

ψ∗(t) = sup
{
st− ψ(s) : s ≥ 0

}
.
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The auxiliary variational problem is then

inf
u∈C1

0(Ω)

∫
Ω

(
1

2
ψ∗
(
|∇u|2

)
− f(x)u

)
dx.

We then proceed in the following way:

Step 1. Solve the auxiliary variational prob-

lem and get its solution ū, that belongs to

H1
0(Ω), since the coercivity comes from the

inequality

ψ∗(t) ≥ t− ψ(1).
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Step 2. Recover the optimal coefficient aopt
by the necessary conditions of optimality

aopt|∇ū|2 = ψ(aopt) + ψ∗(|∇ū|2).

For instance, if ψ(s) = s2/2 we obtain the
auxiliary variational problem

min
{ ∫

Ω

(
1

4
|∇u|4 − f(x)u

)
dx : u ∈ H1

0(Ω)
}
,

or equivalently the nonlinear PDE

−∆4u = f, u ∈W1,4
0 (Ω),

whose unique solution ū provides the optimal
coefficient aopt(x) = |∇ū(x)|2.
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If Ω is the unit disk in R2 and f = 1 this
gives aopt(x) = (|x|/2)2/3.

12



If Ω is the unit disk in R2 and f = δ0 this
gives aopt(x) = (2π|x|)−2/3.
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Another interesting case is when some a pri-
ori bounds on the admissible coefficients a
are imposed, that is

ψ(s) =

s if s ∈ [α, β]

+∞ otherwise,

with 0 ≤ α < β. Computing the conju-
gate function ψ∗ gives the auxiliary varia-
tional problem

min
u∈H1

0(Ω)

{ ∫
Ω

(|∇u|2 − 1

2

[
β1{|∇u|>1}

+ α1{|∇u|≤1}
]
− f(x)u

)
dx

}
.
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By strict convexity, the auxiliary variational

problem above admits a unique solution ū.

We then obtain the necessary conditions of

optimality
aopt = β if |∇ū| > 1

aopt = α if |∇ū| < 1

aopt ∈ [α, β] if |∇ū| = 1.
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The case when ψ has only a linear growth:

lim
s→+∞

ψ(s)

s
= k > 0,

is more delicate. In fact, denoting by M(Ω)
the class of nonnegative measures in Ω, the
existence result is the following.

Theorem. In this case there exists an opti-
mal coefficient aopt ∈M(Ω).

The proof is similar to the previous one, by
the direct methods of the calculus of vari-
ations with the weak convergence of mea-
sures.
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In some situations it is important to allow the
right-hand side f to be singular, for instance
with concentrations on regions of lower di-
mensions.

For a measure µ the energy E(µ) can be still
defined as an infimum:

E(µ) = inf
{

1

2

∫
|∇u|2 dµ−

∫
Ω
u df : u ∈ C1

0(Ω)
}
.

The definition of the convex term
∫
ψ(µ), is

well-known and amounts to∫
ψ(µ) =

∫
Ω
ψ(µ0) dx+ k|µs|,
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where µ = µ0 dx+ µs is the Radon-Nikodym

decomposition of µ into absolutely continu-

ous and singular parts (with respect to the

Lebesgue measure), |µs| is the total varia-

tion of the singular measure µs, and k is the

so-called recession coefficient.

Therefore, if M is the class of nonnegative

measures, the compliance optimization prob-

lem has still the form

sup
µ∈M

inf
u∈C1

0(Ω)

∫ 1

2
|∇u|2 dµ−

∫
u df −

∫ 1

2
ψ(µ).
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The question is to see what is the PDE cor-

responding to a measure µ, or equivalently,

what is a more explicit way of writing the

energy E(µ). This problem was considered

by [Bouchitté-B. 2001], where the notion of

tangential gradient ∇µu was introduced.

This allows to define the Sobolev space H1
0,µ

as the closure of C1
0(Ω) with respect to the

norm ( ∫
|∇µu|2 dµ+

∫
Ω
u2 dx

)1/2
.
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The optimal compliance problem then takes
the form

max
µ∈M

min
u∈H1

0,µ

∫ 1

2
|∇µu|2 dµ−

∫
u df −

∫ 1

2
ψ(µ).

The most studied case is when ψ(s) is linear,
which corresponds to find the stiffest struc-
ture for the datum f , under a constraint on
the total mass of the measure µ, that we
take equal to 1 for simplicity. This give raise
to the PDE−div(µ∇µu) = f

|∇u| ≤ 1 and |∇µu| = 1 µ-a.e.
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where µ is a probability measure on Ω and u

is a Lipschitz function vanishing on ∂Ω (or

simply a Lipschitz function in the Neumann

case, when the right-hand side f has zero

average).

This is exactly the Monge-Kantorovich equa-

tion that comes from optimal transport the-

ory; in other words, when ψ(s) = s the prob-

lem of optimal coefficients is equivalent to

an optimal transport problem.
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The optimal measure µ is called in transport
theory transport density and describes the
density of transport trajectories that bring in
an optimal way, for the transport cost |x−y|,
the positive part f+ onto the negative part
f− (in the Neumann case), or the source f

on ∂Ω (in the Dirichlet case).

For instance, the following figure represents
the optimal mass density for the Neumann
problem, when the source f is a positive
Dirac mass at the point O and a negative
mass uniformly distributed on the curve S of
unitary length.
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There is a very wide literature on optimal

transport problems, we recall here the main

facts about the measure µopt.

f ∈M =⇒ µopt ∈M possibly not unique;

f ∈ L1(Ω) =⇒ µopt ∈ L1(Ω) and is unique;

f ∈ Lp(Ω) =⇒ µopt ∈ Lp(Ω) for every p ∈ [1,+∞];

spt(µopt) ⊂ convex envelope of

spt(f) (Neumann)

spt(f) ∪ ∂Ω (Dirichlet)

In addition, a mild BV and W1,1 regularity

for µopt is available in dimension two, in some

particular cases.
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More precisely, when d = 2, under some reg-

ularity assumptions on Ω, and for some par-

ticular cases of f , we have ([Dweik 2024]):

f ∈ BV (Ω) ∩ L∞(Ω) =⇒ µopt ∈ BV (Ω),

f ∈W1,1(Ω) ∩ L∞(Ω) =⇒ µopt ∈W1,1(Ω).

As far as we know, no regularity results are

available in higher dimension.

Furthermore, the correspondence between the

optimization and transport problems is un-

clear when the function ψ is nonlinear.
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An optimization problem more general than

the minimal compliance is the one written in

a control form:

min
{ ∫

Ω

(
j(x, ua) + ψ(a)

)
dx : a ≥ 0

}
,

where ua solves the PDE

−div
(
a(x)∇u

)
= f, u = 0 on ∂Ω.

In this case the equivalence with an optimal

transport problem is lost and the existence

of an optimal coefficient fails in general.
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Some counterexamples are available:

- [Murat 1977] with j(x, s) = |s − u0(x)|2,

f = 0, but with a boundary datum u = g on

∂Ω.

- [B.-Casado Diaz-Maestre 2024] with j(x, s) =

h(x)s, f = 1, and u = 0 on ∂Ω.

In these cases we need to relax the problem

in order to study the asymptotic behavior of

minimizing sequences.
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It is known [Murat-Tartar 1985] that a se-

quence an of coefficients between two pos-

itive constants α and β may tend (in the

sense of convergence of the corresponding

solutions, the G-convergence introduced in

1973 by De Giorgi and Spagnolo) to a sym-

metric d× d matrix A(x).

The set M(α, β) of all the matrices A attain-

able in this way is completely characterized

in terms of some inequalities that have to be

satisfied by their eigenvalues.
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For instance, when d = 2, the set above is

given by the symmetric 2× 2 matrices A(x)

whose eigenvalues λ1(x) and λ2(x) are be-

tween α and β and satisfy the inequalities

αβ

α+ β − λ1(x)
≤ λ2(x) ≤ α+ β −

αβ

λ1(x)
.

In the following figure we plot the set of at-

tainable symmetric matrices A, in the plane

(λ1, λ2) of eigenvalues, when

α = 1, β = 2.
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The relaxation of the control problem above
has been studied when the penalization func-
tion ψ is linear [Cabib-Dal Maso 1988]. The
optimal control problem

min
{ ∫

Ω

(
j(x, ua) + a

)
dx : α ≤ a ≤ β

}
,

admits the relaxed formulation

min
{ ∫

Ω

(
j(x, uA)+λd

(
A(x)

))
dx : A ∈M(α, β)

}
,

where λd(A) is the largest eigenvalue of A.

No regularity results, similar to the compli-
ance case, are available.
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In order to illustrate numerically the nonex-

istence example above, we take in R2 the

unitary ball B and the PDE−div
(
a(x)∇u

)
= 1 in B

u ∈ H1
0(B).

The coefficient a(x) has to be chosen to min-

imize the cost∫
B

(1 + εx1)u dx+
1

2

∫
B
a(x) dx

under the constraint a(x) ∈ [1,2]. If ε = 0 we

have the minimal compliance problem, that

admits an optimal coefficient a(x).
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When ε > 0 on the contrary we have seen

that no optimal coefficient exists and the

problem has to be relaxed obtaining 2 × 2

symmetric matrices A(x) that optimize the

cost ∫
B

(1 + εx1)u dx+
1

2

∫
B
λmax(x) dx,

where λmax is the largest eigenvalue of A(x)

and u solves−div
(
A(x)∇u

)
= 1 in B

u ∈ H1
0(B).

We plot below the two cases.
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For ε = 0 the optimal coefficient a(x) exists and is represented above.
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For ε = 0.5 we plot the ratio λmax/λmin of the optimal matrix A(x).
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In structural mechanics problems one looks
for the stiffest elastic structure, the appropri-
ate framework is linear elasticity; the func-
tion u : Ω → Rd is vector valued, the load
f is a vector measure in Ω, and the energy
E(a) is

E(a) = inf
{ ∫

Ω

(
1

2
a(x)j(∇u)− f(x)u

)
dx

}
with u ∈ H1

0(Ω;Rd) in the Dirichlet case, or
u ∈ H1(Ω) in the Neumann case, where j

is the quadratic form of linear elasticity on
symmetric d×d matrices, involving the Lamé
constants of the material.
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The minimal compliance problem is then sim-

ilarly written as before, with C(a) = −2E(a),

but the connection with some form of trans-

port problem is missed and some differences

with respect to the scalar case are known.

The existence of an optimal measure µopt
can still be obtained in a similar way as be-

fore, but the property that

spt(µopt) ⊂ convex envelope of spt(f)

is no longer true as the two-dimensional ex-

ample below shows.
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depends linearly on the volume fraction (or the mass density) of the material. In 3-D this assumption is not realistic as the stiffness of a composite
material with a given volume fraction is weaker than the stiffness obtained assuming a linear dependence: the problem we consider is then called
"fictitious material optimization". In 2-D, the problem corresponds to the optimization of the thickness of a plate submitted to a plane load (plane
stress). 
The optimal designs obtained using homogenization theory or fictitious approach are qualitatively similar.  Then we hope that our results could be
extended to the optimal structures obtained by the homogenization method. 
We show that the problem of fictitious material optimization is equivalent to the equilibrium problem of a perfect locking material (i.e. a material
whose strain tensor must belong to a given bounded set, in that case its internal energy density vanishes). This enables us to give non-trivial
analytical solutions (section 4.1). We show that a regularization of this last problem leads to the resolution of a simple non-linear elasticity problem
(section 3). Some 2-D numerical solutions are presented (section 5) and compared to analytical solutions. The numerical solutions enable us to test
some conjectures about the topology of optimal solutions: it seems that the support of the optimal design is a simply-connegn is a simply-connected
bounded set. In particular, we can prove that circular holes 
cannot be present in an optimal design.

This conjecture, if confirmed, is remarkable : the topological complexity is not introduced by the optimization process, but only by a later
penalization process (such a penalization is generally used to get out of the relaxed formulation and to obtain a classical solution (Allaire et al.,
1997).  Only this penalization process justifies the name of ``topological optimization" for the whole process.
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