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(Brief) review of the 
neutral atom QPU
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Alkali metals

๏ The elements in the first column 
of the periodic table all have 
just one valence electron (Li, 
Na, K, Rb, Cs, Fr) 

๏ The valence electron in an 
alkali metal feels the same 
Coulomb potential of a 
hydrogen atom for large  

๏ For small  the finite-size of the 
ionic core changes the 
potential 

R

R
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Making Qubits out of atoms

How do we make qubits out of this?
1. We need to trap the atoms 

2. We need to identify a  and a  state  

3. We need to be able to address transitions between 
 and   

4. We need to be able to produce entanglement 
between the atoms  

5. We need to be able to measure the state of the system

|0⟩ |1⟩

|0⟩ |1⟩
Most of these 
are dependent 
on each other



7

1. Trapping the atoms

๏ We use optical tweezers to trap 
individual atoms in a region of 
around 1 μm
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1. Trapping the atoms

Prepare some traps Load the traps 
randomly 
with Rubidium atoms 

Rearrange the atoms 
by moving them to 
the desired trap

Final layout
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1. Trapping the atoms

https://arxiv.org/abs/2211.16337 https://arxiv.org/abs/2011.06827https://arxiv.org/abs/2104.04119

๏ High flexibility: atoms can be 
arranged in arbitrary fixed 2D 
configurations 
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1. Trapping the atoms

324

Schymik et al. 

Nogrette et al.

4

2022

Scholl et al.

196

2020

Ebadi et al.

256

2016-2017

49

Barredo et al.

2014
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2. Making Qubits out of neutral atoms

We use as a  the ground state of Rubidium:|0⟩

As a  state, we use a highly excited state, i.e. a state where 
the valence electron is in a level with high principal quantum 
number ( )

|1⟩

𝑛~70

1𝑆2 2𝑆22𝑃 63𝑆23𝑃 63𝐷104𝑆24𝑃 6 5𝑆1

 
 
|0⟩ → |5𝑆⟩

|1⟩ → |60𝑆⟩

https://arxiv.org/abs/
2202.09372

https://arxiv.org/abs/
2211.16337

 
 
|0⟩ → |5𝑆⟩

|1⟩ → |70𝑆⟩

https://arxiv.org/abs/
1707.04344

 
 
|0⟩ → |5𝑆⟩

|1⟩ → |70𝑆⟩

These are called Rydberg 
states

For , 
   

  

n = 60
R ∼ n2a0 → ∼ 100 nm
τ ∼ n3 → ∼ 100 μs
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3. Addressing single qubit transition

๏ This is done by shining on the 
atom a laser beam very close 
to the transition energy 
between  and 

๏ The difference between the 
resonant frequency  and the 
laser frequency  is called 
detuning, usually denoted   

|0⟩ |1⟩

ωα
ωl

δ

|0⟩

|1⟩
δ

𝜔𝑎 𝜔𝑙
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Entangling qubits

๏ two atoms in , far apart 
from each other ( )

|00⟩
≥ 15μm

Laser resonant with 
the transition  to |0⟩
|1⟩

Laser resonant with 
the transition  to |0⟩
|1⟩
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Entangling qubits - Rydberg blockade

๏ We put the two atoms in , 
close to each other ( ) 

๏ When the resonant laser is 
switched on, we end up with 
the entangled state 

rather than  

|00⟩
∼ 5,6μm

|01⟩ + |10⟩ |11⟩

Laser resonant with 
the transition  to |0⟩
|1⟩

Laser resonant with 
the transition  to |0⟩
|1⟩
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Entangling qubits - van der Waals interactions

|00⟩

|01⟩ + |10⟩

2

|11⟩

๏ Two Rydberg states interact 
with a van der Waals 
interaction decaying as  
(with  distance between the 
atoms)  

๏ The interaction shifts upwards 
the energy of the  level, 
favouring the excitation of the 
entangled state  
instead 

๏ Importantly: during the 
measurement, we always 
observe states with Rydberg 
blockade

R−6

R

|11⟩

|01⟩ + |10⟩

ΔE =
C6

R6
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Measuring the qubits

๏ The optical tweezer is actually 
repulsive for atoms in the  
state and for that reason, 
during quantum computations, 
the tweezers are switched off.  

๏ After the quantum evolution of 
the system, the tweezers are 
turned back on and atoms in 

 are expelled from the traps 
and lost, while atoms in  are 
recaptured 

๏ A Fluorescent light is shone on 
the atoms, and the emission is 
captured by a CCD camera, 
which therefore only sees 
atoms in . The remaining 
spots are then assumed to be 
atoms in the state . 

|1⟩

|1⟩
|0⟩

|0⟩

|1⟩

2

a b c

Energy

Ω

Ω

U

U = C6/a⁶

Rb ≈ a

a = 10 µm 

130 µm

HRyd (t)

HRyd (t)

FIG. 1. Emergence of antiferromagnetic ordering from the Rydberg blockade in square and triangular arrays. a, Illustration of the
Rydberg blockade with two atoms, whereby the strong interactions prevent the simultaneous excitation of two atoms from the ground state
(red circles) to the Rydberg state (blue circles) within the Rydberg blockade radius Rb at which U = ~⌦. b,c Single-shot fluorescence images
of ground state (|#i) atoms in a 14⇥ 14 square array and a 147-atom triangular array with an atomic separation of a = 10 µm. b, Initial PM
states and c, nearly perfect AF ordering.

(PM) ground state |## . . . #i into the AF phase. A quantum
phase transition (QPT) separates these two phases. Ideally,
one would adiabatically drive the system such that it remains
in the instantaneous ground state. However, the energy gap at
the QPT decreases with the atom number N , (⇠ 1/

p
N on a

square lattice and ⇠ exp(�↵N) for the triangular lattice27,28).
This leads to time scales which are experimentally imprac-
tical due to decoherence effects. Hence, we choose sweep
times (⇠ 6 µs) which are short enough to avoid sizeable deco-
herence but sufficiently long to quasi-adiabatically probe the
phase diagram (see Sec. C 2). We record fluorescence images
of the atoms remaining in |#i. Single-shot images, showing
prepared, nearly perfect AF ordering on the square and trian-
gular arrays, are shown in Fig. 1c. For the results presented
here, we typically repeat the sequence 1000 times.

We first focus on the square lattice,using arrays of size
N = L⇥ L, with even L so that the two Néel states have the
same energy. In Fig. 2a we sketch the (bulk) phase diagram.
In the case of the van der Waals interaction implemented here,
the AF phase region is expected to extend up to ~⌦c ⇡ 1.25 U

at ~� ⇡ 4.66 U/2 (Ref. 29). More complex phases30 ap-
pear at the lower and upper boundaries of ~�/U in the AF
region. The applied sweeps are shown in Fig. 2a, with the
QPT being crossed during the ramp down of ⌦(t). Figure 2b
presents an experimental histogram of the states recorded at
the end of the sweep for the 8⇥ 8 array. Remarkably, out
of 264 ' 2 ⇥ 10

19 possible states, we obtain a perfectly or-
dered state with a probability of ⇠2.5%, as can be seen by
the two prominent peaks. The fluorescence images show the
two corresponding Néel states. To characterise the magnetic
ordering of the states prepared during the sweep, we measure
the order parameter, which is the normalised staggered mag-

netisation mstag = h|nA � nB|i/(N/2), giving the difference
in the number of excitations on each sublattice (A,B), aver-
aged over many realisations. The two perfect AF states corre-
spond to one of the two sublattices being fully excited, such
that mstag = 1. We access the dynamics of the system dur-
ing the sweep by rapidly turning off the excitation laser at
different times to↵ (see Fig. 2a). Fig. 2c presents the evo-
lution of mstag for the 6⇥ 6 and 10⇥ 10 arrays, using the
same sweep. Over the first 1.5 µs of the sweep the system is
in the PM phase, where fluctuations lead to small but finite
mstag ⇠ 1/

p
N . We then observe the growth of mstag during

the drive of the system from the PM to the AF phase.

To benchmark our platform, we perform a systematic com-
parison of the dynamics with matrix product state (MPS) nu-
merical simulations (see Sec. B). We consider both the pro-
grammed and the real parameters, the latter of which include
independently calibrated experimental imperfections, with the
exception of decoherence effects (see Sec. C 3). For the 6⇥ 6

array, we observe a good agreement between the experimen-
tal results and the MPS simulations, for both situations. For
the 10⇥ 10 array, the experiment and the real MPS simula-
tions also agree well. The difference between the programmed
and the real MPS simulations highlights that the imperfections
have a more severe impact on larger systems. Additionally,
the reduced final value of mstag for the programmed MPS on
the 10⇥ 10 array indicates that as the system size grows, adi-
abaticity is indeed harder to achieve.

We now characterise the final state obtained at the end of
the sweep (⌦ = 0). Firstly, we visualise the shot-wise con-
tributions to mstag using a 2D histogram of the probability
P (nA, nB) of the |"i populations nA and nB of the two sub-
lattices A, B. Here, the two Néel states appear as points at

https://arxiv.org/abs/
2012.12268



Rydberg atomic array for quantum simulation
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Adapted from Phys. Rev. A 102, 063107

Optical tweezers arrays allow for very 
flexible atomic register – can directly 
port amorphous materials into system

Scalable to hundreds of atoms – can 
capture both short-range order and 
lack of long-range order.

Adapted from Nature, 595, 233–238 (2021)

Can realise both the Ising model and XY 
model
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Maximum 
independent set

2
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A first example: Placing antennas in cities

๏ We have to decide where to 
place antennas to maximise 
their coverage.  

๏ Constraint: Two antennas 
should not interfere. 

๏ Finding the maximum subset is 
the so called maximum 
independent set (MIS) 

๏ Brute force: search within the 
 sets 2n
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A second example: networking event

๏ You have a list of employees 
and their direct collaborators in 
the company. 

๏ You want to organise an event 
- with a maximum 

employees  
- where none of the 

employees see their direct 
collaborators.

Alan Bob
Bob Alan Charline Daniel Eleanore
Daniel Bob Eleanore Farid Guy
…

A B

C

D

E

F
G
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Graph theory
An undirected graph is a pair 
where  is finite set 
(vertices), and  is a subset of  
(edges).  

(V, E)
V V = {V1, ⋯, Vn}

E V × V

1

2

3

V = {1,2,3}

E = {(1,2), (2,3)}

1

2

3

V = {1,2,3}

E = {(1,2), (2,3), (3,1)}

An adjacency matrix is a square matrix used 
to represent a finite graph. The elements of 
the matrix indicate whether pairs of vertices 
are adjacent or not in the graph.

A = (
0 1 0
1 0 1
0 1 0) A = (

0 1 1
1 0 1
1 1 0)

https://en.wikipedia.org/wiki/Square_matrix
https://en.wikipedia.org/wiki/Graph_(discrete_mathematics)
https://en.wikipedia.org/wiki/Matrix_(mathematics)
https://en.wikipedia.org/wiki/Vertex_(graph_theory)
https://en.wikipedia.org/wiki/Neighbourhood_(graph_theory)
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Graph theory
An independent set of a graph 

 is a subset  such that 
no pair of vertices in  is connected by 
and edge. 

G = (V, E) S ⊂ V
S

1

2

3

V = {1,2,3}

E = {(1,2), (2,3)}

V = {1,2,3,4}

E = {(1,2), (2,3), (3,4),
(4,1)}

A =

0 1 0 1
1 0 1 0
0 1 0 1
1 0 0 1

1 3

A = (
0 1 0
1 0 1
0 1 0)

1

2

3

V = {1,2,3}

E = {(1,2), (2,3), (3,1)}

A = (
0 1 1
1 0 1
1 1 0)

1

2 3

4 1

3

2

4

V1, V2 ∈ S ⇒ (V1, V2) ∉ E



Graph theory
A Maximum independent set of a 
graph  is a subset  of  which is 
an independent set, and it has the 
maximum cardinality among all 
possible independent sets  

G S V

1. Find all the independent set 
for this graph. 

2. Find the maximum 
independent set(s).
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Boolean reformulation

1

2

3

4 5

6

7

8

S = (00100001)
๏ We give an index to the 

vertices of the graph. 

๏ A subset S can also be defined 
in a boolean manner 

- 1 if in the subset 

- 0 if not in the subset 

๏ We want to maximise the 
cardinality of the subset . 

๏ The independent set constraint 
can be rewritten as .

#S

h(S) = 0

{3,8}

Size of the set:   

IS condition: 

f (S) = ∑
i∈V

n(S)
i = #S

h(S) = ∑
i, j∈E

n(S)
i n(S)

j = 0

 
max
S∈ℬ

f (S)

s . t . h(S) = 0

BOOLEAN REFORMULATION OF THE MIS
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MIS as an unconstrained optimisation problem
LAGRANGE MULTIPLIERS

y

g(x,y) = c

f(x,y) = d1

f(x,y) = d2

x

f(x,y) = d3

Given the problem 

, 

We define the Lagrangian 

 

max
x

f(x) s . t . h(x) = 0

ℒ(x) = f(x) + λh(x)

The solution of the constrained optimisation problem will be a 
saddle point of . 

 

ℒ
∂λℒ = 0 and ∂xℒ = 0

g(x) = 0 and ∂x f + λ∂xg = 0
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MIS as an unconstrained optimisation problem

๏ We therefore want to minimise . 

๏ In principle, the minimisation should be both on 
 and on  

๏ Since , the first term always favours IS 
solutions. 

๏ The proper choice of  can be done through 
an optimisation procedure. 

๏ One can show that for , the solution is 
always an IS (see e.g. appendix of 2006.11190) 

๏ We have now reduced our MIS to a QUBO 
problem and also a problem that can be 
natively solved on the QPU. 

๏ We will now see how one can reach the 
ground state of the optimisation problem with 
quantum annealing.

C = − ℒ

S λ

h(S) ≥ 0

λ

λ > 1

C = min
S∈ℬ

λh(S) − f (S)

= min
S∈ℬ

λ ∑
i, j∈V

n(S)
i n(S)

j − ∑
i∈V

n(S)
i

≥ 0
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Quantum evolution on a QPU
๏ Initially ( ) all the spins are in the GS. 

. 

๏ A run consists on modulating   

 

๏ Pulse shaping is  possible (interpolated waveform), 
but with a certain modulation bandwidth. 

๏ The use of en Electro Optical Modulator (EOM) 
allows one to achieve square pulses with high 
precision. 

๏ Maximal allowed time before decoherence starts to 
matter is typically .

t = 0
|00 … 00⟩

Hpulse =
ℏ
2 ∑

i

sin(ϕ)Ω(t)σ x
i − cos(ϕ)Ω(t)σy

i − δ(t)σ z
i .

τmax = 4 μs

Desired square pulse

QPU pulse Desired square pulse ~ QPU pulse
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Open source emulator

๏ Play with analog device specs. 

๏ Simulate realistic pulse shapes. 

๏ EOM, addressability, … 

๏ State preparation, shot noise, …

Pulser

Pulser Studio
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Quantum evolution: A review

๏ Initially ( ) all the spins are in the GS  . 

๏ Quantum evolution under the time-dependent Hamiltonian 

 

๏ A time , the state is described by  

 

๏ It is also worth to write  in the computational basis  

 

๏ The probability of measuring a given bitstring S’ is then given by 

t = 0 |0⟩ ≡ |00 … 00⟩

H = ℏ∑
i

Ω(t)
2

σ x
i − δ(t)ni + ∑

i≠j

Vijninj

t

|ψ (t)⟩ = exp−i ∫t
0 H(t)dt |0⟩

|ψ (t)⟩

|ψ (t)⟩ = ∑
S∈ℬ

aS(t) |S⟩

P(S′￼) = |⟨S′￼|ψ (t)⟩ |2 = |aS′￼|
2
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Quantum evolution: Rabi oscillations

Let us consider the single qubit Hamiltonian 
 

๏ Compute the time-evolution of the initial 
state . 

๏ Compute the probability P(1)

H = Ωσx + δσz

|ψ0⟩ = |0⟩



31

Quantum annealing

๏ Let us assume we know the ground 
state at time 0 of an Hamiltonian  
and we do not know the ground state 
of the Hamiltonian . 

๏ For a sufficient slow evolution, we can 
drive continuously the system from the 
initial state to the final state, while 
staying in the instantaneous GS. 

๏ This allows then to connect 
adiabatically the initial GS to the final 
GS. 

๏  Important condition: there should be 
a gap between the instantaneous GS 
and the first excited state.  

๏ If we are not adiabatic, then this can 
lead to transitions to excited states  

๏ Example: Landau Zener transitions  
exponentially decaying in terms of a 
ratio between the gap and the 
velocity of the path. 

H0

H1

→

En
er

gy
Time0 T

H(t) = (T − t) H0 + t H1

|ψ (t)⟩ = e ∫t
0 H(t)dt |ψ (0)⟩

QUANTUM ANNEALING
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A first example of MIS

Let us consider the antenna problem on a line 
with 4 sites 

๏ Analyse the problem by the brute force 
method 

๏ Reformulate the MIS problem as a QUBO 
problem 

๏ Compute the value of  
๏ What happens for ?

ℒ
λ ≪ 1
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First example of MIS: quantum annealing

Probing many-body dynamics on a 51-atom quantum simulator

Hannes Bernien,1 Sylvain Schwartz,1, 2 Alexander Keesling,1 Harry Levine,1 Ahmed Omran,1 Hannes Pichler,3, 1

Soonwon Choi,1 Alexander S. Zibrov,1 Manuel Endres,4 Markus Greiner,1 Vladan Vuletić,2 and Mikhail D. Lukin1

1Department of Physics, Harvard University, Cambridge, MA 02138, USA
2Department of Physics and Research Laboratory of Electronics,

Massachusetts Institute of Technology, Cambridge, MA 02139, USA
3Institute for Theoretical Atomic, Molecular and Optical Physics,

Harvard-Smithsonian Center for Astrophysics, Cambridge, MA 02138, USA
4Division of Physics, Mathematics and Astronomy, California Institute of Technology, Pasadena, CA 91125, USA

Controllable, coherent many-body systems can provide insights into the fundamental properties
of quantum matter, enable the realization of new quantum phases and could ultimately lead to
computational systems that outperform existing computers based on classical approaches. Here we
demonstrate a method for creating controlled many-body quantum matter that combines determin-
istically prepared, reconfigurable arrays of individually trapped cold atoms with strong, coherent
interactions enabled by excitation to Rydberg states. We realize a programmable Ising-type quan-
tum spin model with tunable interactions and system sizes of up to 51 qubits. Within this model,
we observe phase transitions into spatially ordered states that break various discrete symmetries,
verify the high-fidelity preparation of these states and investigate the dynamics across the phase
transition in large arrays of atoms. In particular, we observe robust manybody dynamics corre-
sponding to persistent oscillations of the order after a rapid quantum quench that results from a
sudden transition across the phase boundary. Our method provides a way of exploring many-body
phenomena on a programmable quantum simulator and could enable realizations of new quantum
algorithms.

The realization of fully controlled, coherent many-body
quantum systems is an outstanding challenge in science
and engineering. As quantum simulators, they can pro-
vide unique insights into strongly correlated quantum
systems and the role of quantum entanglement [1], and
enable realizations and studies of new states of matter,
even away from equilibrium. These systems also form the
basis for the realization of quantum information proces-
sors [2]. Although basic building blocks of such proces-
sors have been demonstrated in systems of a few coupled
qubits [3–5], the current challenge is to increase the num-
ber of coherently coupled qubits to potentially perform
tasks that are beyond the reach of modern classical ma-
chines.

Several physical platforms are currently being explored
to reach these challenging goals. Systems composed of
about 10-20 individually controlled atomic ions have been
used to create entangled states and explore quantum sim-
ulations of Ising spin models [6, 7]. Similarly sized sys-
tems of programmable superconducting qubits have been
implemented recently [8]. Quantum simulations have
been carried out in larger ensembles of more than 100
trapped ions without individual readout [9]. Strongly
interacting quantum dynamics has been explored using
optical lattice simulators [10]. These systems are already
addressing computationally di�cult problems in quan-
tum dynamics [11] and the fermionic Hubbard model [12].
Larger-scale Ising-like machines have been realized in su-
perconducting [13] and optical [14] systems, but these re-
alizations lack either coherence or quantum nonlinearity,
which are essential for achieving full quantum speedup.

ARRAYS OF STRONGLY INTERACTING
ATOMS

A promising avenue for realizing strongly interacting
quantum matter involves coherent coupling of neutral
atoms to highly excited Rydberg states [15, 16] (Fig. 1a).
This results in repulsive van der Waals interactions (of
strength Vij = C/R6

ij) between Rydberg atom pairs at
a distance Rij [15], where C > 0 is a van der Waals
coe�cient. Such interactions have recently been used
to realize quantum gates [17–19], to implement strong
photon-photon interactions [20] and to study quantum
many-body physics of Ising spin systems in optical lat-
tices [21–23] and in probabilistically loaded dipole trap
arrays [24]. Our approach combines these strong, con-
trollable interactions with atom-by-atom assembly of ar-
rays of cold neutral 87Rb atoms [25–27]. The quantum
dynamics of this system is governed by the Hamiltonian

H

~ =
X

i

⌦i

2
�i
x �

X

i

�ini +
X

i<j

Vijninj , (1)

where �i are the detunings of the driving lasers from the
Rydberg state (Fig. 1b), �i

x = |giihri|+ |riihgi| describes
the coupling between the ground state |gii and the Ry-
dberg state |rii of an atom at position i, driven at Rabi
frequency ⌦i, ni = |riihri|, and ~ is the reduced Planck
constant. Here, we focus on homogeneous coherent cou-
pling (|⌦i|= ⌦,�i = �), controlled by changing laser in-
tensities and detunings in time. The interaction strength
Vij is tuned either by varying the distance between the
atoms or by coupling them to a di↵erent Rydberg state.
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FIG. 2: Phase diagram and build-up of crystalline phases. a, A schematic of the ground-state phase diagram of the
Hamiltonian in equation (1) displays phases with various broken symmetries depending on the interaction range Rb/a (Rb,
blockade radius; a, trap spacing) and detuning � (see main text). Shaded areas indicate potential incommensurate phases
(diagram adapted from [30]). Here we show the experimentally accessible region; further details can be found in [30–32]. b,The
build-up of Rydberg crystals on a 13-atom array is observed by slowly changing the laser parameters, as indicated by the red
dashed arrows in a (see also Fig. 3a). The bottom panel shows a configuration in which the atoms are a = 5.74µm apart,
which results in a nearest neighbour interaction of Vi,i+1 = 2⇡ ⇥ 24MHz and leads to a Z2 order whereby every other atom is
excited to the Rydberg state |ri. The bar plot on the right displays the final, position-dependent Rydberg probability (error
bars denote 68% confidence intervals). The configuration in the middle panel (a = 3.57µm, Vi,i+1 = 2⇡⇥414.3MHz) results in
Z3 order and the top panel (a = 2.87µm, Vi,i+1 = 2⇡ ⇥ 1536MHz) in Z4 order. For each configuration, we show a single-shot
fluorescence image before (left) and after (right) the pulse. Red circles highlight missing atoms, which are attributed to Rydberg
excitations.

PROGRAMMABLE QUANTUM SIMULATOR

In the case of homogeneous coherent coupling consid-
ered here, the Hamiltonian in equation (1) resembles
closely the paradigmatic Ising model for e↵ective spin-
1/2 particles with variable interaction range. Its ground
state exhibits a rich variety of many-body phases that
break distinct spatial symmetries (Fig. 2a). Specifically,
at large negative values of �/⌦, its ground state corre-
sponds to all atoms in the state |gi, corresponding to a
paramagnetic or disordered phase. As �/⌦ is increased
towards large positive values, the number of atoms in
|ri increases and interactions between them become im-
portant. This gives rise to spatially ordered phases in
which Rydberg atoms are arranged regularly across the
array, resulting in ‘Rydberg crystals’ with di↵erent spa-
tial symmetries [30, 33], as illustrated in Fig. 2a. The
origin of these correlated states can be understood intu-
itively by first considering the situation in which Vi,i+1 �

� � ⌦ � Vi,i+2, that is, with blockade for neighbour-
ing atoms but negligible interaction between next-nearest
neighbours. In this case, the ground state corresponds
to a Rydberg crystal that breaks Z2 translational sym-
metry in a manner analogous to antiferromagnetic order
in magnetic systems. Moreover, by tuning the param-
eters such that Vi,i+1, Vi,i+2 � � � ⌦ � Vi,i+3 and
Vi,i+1, Vi,i+2, Vi,i+3 � � � ⌦ � Vi,i+4, we obtain arrays
with broken Z3 and Z4 symmetries, respectively (Fig. 2).

To prepare the system in these phases, we control the
detuning �(t) of the driving lasers dynamically to adia-
batically transform the ground state of the Hamiltonian
from a product state of all atoms in |gi to crystalline
states [22, 33]. In contrast to prior work where Rydberg
crystals are prepared via a sequence of avoided cross-
ings [22, 33, 34], the operation at a finite ⌦ and well-
defined atom separation allows us to move across a single
phase transition into the desired phase directly [32].

In the experiment, we first prepare all atoms in state
|gi =

��5S1/2, F = 2,mF = �2
↵
by optical pumping. We

then switch on the laser fields and sweep the two-photon
detuning from negative to positive values using a
functional form shown in Fig. 3a. Fig. 2b displays the
resulting single atom trajectories in a group of 13 atoms
for three di↵erent interaction strengths as we vary the
detuning �. In each of these instances, we observe
a clear transition from the initial state |g1, ..., g13i to
an ordered state of di↵erent broken symmetry. The
distance between the atoms determines the interaction
strength which, leads to di↵erent crystalline orders for a
given final detuning. To achieve a Z2 order, we arrange
the atoms with a spacing of 5.74µm, which results in a
measured nearest-neighbour interaction (see Extended
Data Fig. 4) of Vi,i+1 = 2⇡⇥24MHz � ⌦ = 2⇡⇥2MHz,
while the next-nearest neighbour interaction is small
(2⇡ ⇥ 0.38MHz). This results in a build-up of antiferro-
magnetic order whereby every other trap site is occupied

H. Bernien et al, Nature 551, 579-584 (2017)
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Optimising the pulse sequence

๏ We have to choose the path of the 
quantum annealing 

๏ First approach: linear ramps.  

๏ This might not be optimal. 

๏ Remember: Small gaps and potential 
gap closing  transitions to excited 
states 

๏ Other approach: We aim to minimise 
a cost function. 

๏ In our case, the energy of the spin 
system, which corresponds to the 
Lagrangian  is the the function we 
want to miniziae. 

→
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FIG. 2. The Ising model on a square lattice. a, Sketched bulk phase diagram for the square lattice. The inset shows the sweep shape with
to↵ the switch-off time of the excitation laser. The corresponding trajectory in the phase diagram is shown as a red arrow. b, State histogram
for the 8⇥ 8 array at the end of the sweep. The insets show fluorescence images of the two perfect AF states, which are obtained with 2.5%
probability. c, Growth of the staggered magnetisation during the sweep for the 6 ⇥ 6 and 10 ⇥ 10 arrays. The blue circles are experimental
results with standard errors on the mean smaller than the markers size. The error bar on the final point is indicative of the long-term stability
of the machine (see Sec. C 4). MPS simulations without (dashed line) and with (grey lines) experimental imperfections for which 50 (6⇥ 6),
77 (10 ⇥ 10) disorder instances are shown, with their average shown in black. The vertical dotted lines correspond to the turning points in
the sweep. d, Final staggered magnetisation histograms for the 10⇥ 10 and 14⇥ 14 arrays and e, corresponding correlation maps, with MPS
results shown in the lower half for the 10⇥ 10 array.

(N/2, 0) and (0, N/2). The results are plotted in Fig. 2d for
the 10⇥ 10 and 14⇥ 14 arrays. For both systems we observe
the presence of points along the diagonal highlighting that the
average Rydberg density is ⇠ 50%. For the 10⇥ 10 we ob-
serve a conglomeration of points around the two corners be-
longing to the Néel states. Because of the imperfections and
the scaling of the energy gap, the state preparation becomes
more challenging with increasing system size. The elongated
histogram for the 14 ⇥ 14 array demonstrates that, remark-
ably, we prepare strongly AF ordered states (mstag ⇠ 0.4),
even for such large systems. This is also evident in the fluo-
rescence image in Fig. 1c, containing 184 atoms (out of 196)
obeying AF ordering. For a comparison with simulations, we
have devised an algorithm to stochastically sample the MPS
wavefunction, thereby obtaining snapshots as in the experi-
ment (see Sec. B 2). The lower half of Fig. 2d shows the so-
obtained histogram for the 10⇥ 10 lattice, which matches the
experiment very well. For even larger atom numbers, accurate
MPS simulations become intractable.

Secondly, we compute the connected spin-spin correlation
function defined as

Ck,l =
1

Nk,l

X

i,j

hninji � hniihnji, (2)

where the sum runs over all pairs of atoms i, j separated by
ke1 + le2, with e1(2) denoting the two vectors of the under-

lying lattice, and Nk,l being the number of such pairs. Fig-
ure 2e shows the Ck,l correlation maps corresponding to the
mstag histograms shown in Fig. 2d. The plots display the al-
ternation of correlation and anti-correlation, expected for AF
ordering, whose values would be ±1/4 for the Néel state. The
spatial decay of the correlations is well described by corre-
lation lengths of ⇠ ' 7a and 5.5a for the two system sizes
respectively, showing that the sweeps produce highly AF or-
dered states31. Again we observe very good agreement be-
tween experimental and real MPS results for the 10⇥ 10 ar-
ray, confirming that the simulations capture well the experi-
mental conditions (for a real-time analysis of the correlations
during the sweep, see Sec. C 5).

To further quantify the AF ordering, we analyse the distri-
bution of antiferromagnetic cluster sizes32. For each run of the
experiment, we decompose the snapshot into individual clus-
ters obeying local AF ordering (see examples in Fig. 3a,b).
We count the number of atoms inside each individual cluster,
and record the largest size, smax. From the full set of snap-
shots we reconstruct the probability distribution P (smax). For
a perfectly AF-ordered state, this distribution presents as a sin-
gle peak of unit probability at smax = N , while imperfect or-
dering shows up as a distribution broadened towards smaller
smax. In Fig. 3c,d we show P (smax) at two instants during
the sweep for the 10⇥ 10 array (blue bars). Even at interme-
diate times, shortly after entering the AF region (Fig. 3c), we

https://arxiv.org/abs/
2012.12268
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Expectation values on the QPU

๏We perform the time evolution on the QPU  
๏We should then measure the expectation value of the energy 

, 

where . 

๏In the computational basis 

, 

 

๏Recall that  is diagonal in the computational basis

E = ⟨ψ(T ) |H |ψ(T )⟩
H = − δ(T )∑

i

ni + ∑
i≠j

Vijninj

|ψ(t)⟩ = ∑
S∈ℬ

aS(t) |S⟩

E = − δ(T ) ∑
S∈ℬ,i

|aS(T ) |2 ⟨S |ni |S⟩ + Vij ∑
S,∈ℬ,i, j

|aS(T ) |2 ⟨S |ninj |S⟩

ni
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QUANTUM SIMULATION

Quantum optimization of maximum independent set
using Rydberg atom arrays
S. Ebadi1†, A. Keesling1,2†, M. Cain1†, T. T. Wang1, H. Levine1‡, D. Bluvstein1, G. Semeghini1,
A. Omran1,2, J.-G. Liu1,2, R. Samajdar1, X.-Z. Luo2,3,4, B. Nash5, X. Gao1, B. Barak5, E. Farhi6,7,
S. Sachdev1,8, N. Gemelke2, L. Zhou1,9, S. Choi7, H. Pichler10,11, S.-T. Wang2, M. Greiner1*,
V. Vuletić12*, M. D. Lukin1*

Realizing quantum speedup for practically relevant, computationally hard problems is a central challenge
in quantum information science. Using Rydberg atom arrays with up to 289 qubits in two spatial
dimensions, we experimentally investigate quantum algorithms for solving the maximum independent
set problem. We use a hardware-efficient encoding associated with Rydberg blockade, realize
closed-loop optimization to test several variational algorithms, and subsequently apply them to
systematically explore a class of graphs with programmable connectivity. We find that the problem
hardness is controlled by the solution degeneracy and number of local minima, and we experimentally
benchmark the quantum algorithm’s performance against classical simulated annealing. On the
hardest graphs, we observe a superlinear quantum speedup in finding exact solutions in the deep circuit
regime and analyze its origins.

C
ombinatorial optimization is ubiquitous
inmany areas of science and technology.
Many such problems have been shown
to be computationally hard and form
the basis for understanding complexity

classes in modern computer science (1). The
use of quantummachines to accelerate solving
such problems has been theoretically explored
for over two decades with a variety of quan-
tum algorithms (2–4). Typically, a relevant cost
function is encoded in a quantumHamiltonian
(5), and its low-energy state is sought starting
from a generic initial state, either through an
adiabatic evolution (2) or a variational ap-
proach (3), via closed optimization loops (6, 7).
The computational performance of such al-
gorithms has been investigated theoretically
(4, 8–13) and experimentally (14–16) in small
quantum systems with shallow quantum cir-
cuits, or in systems lacking the many-body
coherence believed to be central for quantum
advantage (17, 18). However, these studies offer

only limited insights into algorithms’ per-
formances in the most interesting regime
involving large system sizes and high circuit
depths (19, 20).
Here we use a quantum device based on co-

herent, programmable arrays of neutral atoms
trapped in optical tweezers to investigate quan-
tum optimization algorithms for systems rang-
ing from 39 to 289 qubits, and effective depths
sufficient for the quantum correlations to
spread across the entire graph. Specifically,
we focus on maximum independent set, a
paradigmatic NP-hard optimization problem
(21). It involves finding the largest indepen-
dent set of a graph—a subset of vertices such
that no edges connect any pair in the set. An
important class of such maximum indepen-
dent set problems involves unit disk graphs,
which are defined by vertices on a two-
dimensional plane with edges connecting all
pairs of vertices within a unit distance of one
another (Fig. 1, A and B). Such instances arise
naturally in problems associated with geomet-
ric constraints that are important for many
practical applications, such as modeling wire-
less communication networks (22, 23). Al-
though there exist polynomial-time classical
algorithms to find approximate solutions to
the maximum independent set problem on
such graphs (24), solving the problem exactly is
known to be NP-hard in the worst case (23, 25).

Maximum independent set on Rydberg
atom arrays

Our approach uses a two-dimensional atom
array described previously (26). Excitation
from a ground state |0i into a Rydberg state
|1i is utilized for hardware-efficient encod-
ing of the unit disk maximum independent
set problem (27). For a particular graph, we
create a geometric configuration of atoms

using optical tweezers such that each atom
represents a vertex. The edges are drawn
according to the unit disk criterion for a unit
distance given by the Rydberg blockade radius
Rb (Fig. 1C), the distance within which excita-
tion of more than one atom to the Rydberg
state is prohibited because of strong interac-
tions (28). The Rydberg blockade mechanism
thus restricts the evolution primarily to the
subspace spanned by the states that obey the
independent set constraint of the problem
graph. Quantum algorithms for optimization
are implemented via global atomic excitation
using homogeneous laser pulses with a time-
varying Rabi frequency (and a time-varying
phase) W(t)eif(t) and detuning D(t) (Fig. 1D).
The resulting quantum dynamics is governed
by the Hamiltonian H = Hq + Hcost, with the
quantum driverHq and the cost functionHcost

given by

Hq ¼
ℏ
2

X

i

W tð Þeif tð Þ 0j ii 1h jþ h:c:
h i

;

Hcost ¼ %ℏD tð Þ
X

i

ni þ
X

i<j

Vijninj ð1Þ

where ni = |1iih1|, and Vij = V0/(|ri – rj|)
6 is

the interaction potential that sets the block-
ade radius Rb and determines the connectivity
of the graph. For a positive laser detuning D,
the many-body ground state of the cost func-
tion Hamiltonian maximizes the total num-
ber of qubits in the Rydberg state under the
blockade constraint, corresponding to the
largest independent set MIS(G) (hereafter
MIS) of the underlying unit disk graphG (27)
(Fig. 1E). Even with the finite blockade energy
and long-range interaction tails, we empirically
find that the ground states ofHcost still encode
an MIS for the ensemble of graphs studied
here [see (25, 27)].

Variational optimization via a closed
quantum-classical loop

In the experiment, we deterministically pre-
pare graphs with vertices occupying 80% of
an underlying square lattice, with the block-
ade extending across nearest and next-nearest
(diagonal) neighbors (Fig. 1C). This allows us
to explore a class of nonplanar graphs for
which finding the exact solution of MIS is
NP-hard for worst-case instances (25). To
prepare quantum states with a large overlap
with theMIS solution space, we use a family of
variational quantum optimization algorithms
using a quantum-classical optimization loop.
We place atoms at positions defined by the
vertices of the chosen graph, initialize them in
state |0i, and implement a coherent quantum
evolution corresponding to the specific choice
of variational parameters (Fig. 1D). Subse-
quently, we sample the wave function with
a projective measurement and determine the
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size of the output independent set by counting
the number of qubits in |1i, using classical post-
processing to remove blockade violations and
reduce detection errors (25) (Fig. 1E). This pro-
cedure is repeated multiple times to estimate
the mean independent set size h

P
inii of the

sampled wave function, the approximation
ratio R ≡ h

P
inii/|MIS|, and the probability

PMIS of observing anMIS (where |MIS| denotes
the size of an MIS of the graph). The classical
optimizer tries to maximize h

P
inii by updat-

ing the variational parameters in a closed-loop
hybrid quantum-classical optimization protocol
(25) (Fig. 1D).
We test two algorithm classes, defined by

different parametrizations of the quantum
driver and the cost function in Eq. 1. The first
approach consists of resonant (D = 0) laser
pulses of varying durations ti and phases fi
(Fig. 2A). This algorithm closely resembles the
canonical quantum approximate optimization
algorithm (QAOA) (3), but instead of exact
single-qubit rotations, resonant driving gen-
erates an effective many-body evolution within
the subspace of independent sets associated
with the blockade constraint (25). Phase jumps
between consecutive pulses implement a global
phase gate (29), with a phase shift propor-
tional to the cost function of the maximum
independent set problem in the subspace of
independent sets (see eq. S2). Taken together,
these implement the QAOA, where each pulse
duration ti and phase fi are used as a varia-
tional parameters.
The performance of QAOA as a function of

depth p (the number of pulses) is shown in
Fig. 2B for an instance of a 179-vertex graph
embedded in a 15 × 15 lattice. We find that
the approximation ratio grows as a function
of the number of pulses up to p = 4, and
increasing the depth further does not appear
to lead to better performance (Fig. 2B). As

discussed in (25), we attribute these perform-
ance limitations to the difficulty of finding
the optimalQAOAparameters for large depths
within a limited number of queries to the ex-
periment, leakage out of the independent set
subspace during resonant excitation due to
imperfect blockade associated with the finite
interaction energy between next-nearest neigh-
bors, and laser pulse imperfections.
The second approach is a variational quan-

tum adiabatic algorithm (VQAA) (2, 30),
related to methods previously used to prepare
quantummany-body ground states (26, 31, 32).
In this approach, we sweep the detuning D
from an initial negative detuning D0 to a final
large positive value Df at constant Rabi fre-
quency W, along a piecewise-linear schedule
characterized by a total number of segments f,
the duration ti of each, and the end detuning
Di of each segment. Moreover, we turn on the
coupling W in duration tW and smoothen the
detuning sweep using a low-pass filter with a
characteristic filter time tD (Fig. 2C), both of
which minimize nonadiabatic excitations and
serve as additional variational parameters. For
this evolution, we define an effective circuit
depth ~pas the duration of the sweep (T = t1 +
… + tf) in units of the p-pulse time tp, which
is the time required to perform a spin flip
operation.
We find that with only three segments op-

timized for an effective depth of ~p= 10 (Fig. 2D
inset), the optimizer converges to a pulse that
substantially outperforms the QAOA approach
described above. Furthermore, the optimized
pulse shows a better performance compared
to a linear (one-segment) detuning sweep of
the same ~p (Fig. 2D). We find that similar
pulse shapes produce high approximation
ratios for a variety of graphs (see, e.g., fig. S8C),
consistent with theoretical predictions of pulse
shape concentration (20, 25, 33, 34). At large

sweep times (~p> 15), we observe a turn-around
in the performance likely associated with de-
coherence (25). For the remainder of this work,
we focus on the quantum adiabatic algorithm
for solving maximum independent set.

Quantum optimization on different graphs

The experimentally optimized quasi-adiabatic
sweep (depicted in Fig. 2D) was applied to
115 randomly generated graphs of various
sizes (N = 80 to 289 vertices). For graphs of the
same size (N = 180), the approximation error
1 – R decreases and the probability of finding
an MIS solution PMIS increases with the effec-
tive circuit depth at early times,with the former
showing a scaling consistent with a power-law
relation for short effective depths (Fig. 3A and
fig. S15) (25). We find a strong correlation
between the performance of the quantum algo-
rithm on a given graph and its total number
of MIS solutions, which we refer to as the MIS
degeneracy D|MIS|(G) (hereafter D|MIS|). This
quantity is calculated classically using a ten-
sor network algorithm (25, 35) and varies by
nine orders of magnitude across different
180-vertex graphs. We observe a clear loga-
rithmic relation between D|MIS| and the ap-
proximation error 1 – R, accompanied by a
nearly three-orders-of-magnitude variation of
PMIS at a fixed depth ~p= 20 (Fig. 2B). PMIS does
not scale linearly with the MIS degeneracy, as
would be the case for a naive algorithm that
samples solutions at random. Figure 2C shows
the sharp collapse of 1 – R as a function of the
logarithm of the MIS degeneracy normalized
by the graph size, r ≡ log(D|MIS|)/N. This quan-
tity, a measure of MIS degeneracy density,
determines the hardness in approximating
solutions for the quantum algorithm at shal-
low depths.
These observations can be modeled as re-

sulting from a Kibble-Zurek–type mechanism
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Fig. 1. Hardware-efficient encoding of the maximum independent set
using Rydberg atom arrays. (A) An example of a unit disk graph, with any
single vertex (e.g., the blue vertex) being connected to all other vertices
within a disk of unit radius. (B) A corresponding MIS solution (denoted by the
red nodes). (C) The maximum independent set problem is encoded with
atoms placed at the vertices of the target graph and with interatomic spacing
chosen such that the unit disk radius of the graph corresponds to the
Rydberg blockade radius. Shown is an example fluorescence image of atoms,

with gray lines added to indicate edges between connected vertices. (D) The
system undergoes coherent quantum many-body evolution under a pro-
grammable laser drive [W(t), f(t), D(t)] and long-range Rydberg interactions
Vij. (E) A site-resolved projective measurement reads out the final quantum
many-body state, with atoms excited to the Rydberg state (red circles)
corresponding to vertices forming an independent set. A classical optimizer
uses the results to update the parameters of the quantum evolution [W(t),
f(t), D(t)] to maximize a figure of merit for finding an MIS.

RESEARCH | RESEARCH ARTICLE

D
ow

nloaded from
 https://w

w
w

.science.org on A
pril 22, 2024

QUANTUM SIMULATION

Quantum optimization of maximum independent set
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Realizing quantum speedup for practically relevant, computationally hard problems is a central challenge
in quantum information science. Using Rydberg atom arrays with up to 289 qubits in two spatial
dimensions, we experimentally investigate quantum algorithms for solving the maximum independent
set problem. We use a hardware-efficient encoding associated with Rydberg blockade, realize
closed-loop optimization to test several variational algorithms, and subsequently apply them to
systematically explore a class of graphs with programmable connectivity. We find that the problem
hardness is controlled by the solution degeneracy and number of local minima, and we experimentally
benchmark the quantum algorithm’s performance against classical simulated annealing. On the
hardest graphs, we observe a superlinear quantum speedup in finding exact solutions in the deep circuit
regime and analyze its origins.

C
ombinatorial optimization is ubiquitous
inmany areas of science and technology.
Many such problems have been shown
to be computationally hard and form
the basis for understanding complexity

classes in modern computer science (1). The
use of quantummachines to accelerate solving
such problems has been theoretically explored
for over two decades with a variety of quan-
tum algorithms (2–4). Typically, a relevant cost
function is encoded in a quantumHamiltonian
(5), and its low-energy state is sought starting
from a generic initial state, either through an
adiabatic evolution (2) or a variational ap-
proach (3), via closed optimization loops (6, 7).
The computational performance of such al-
gorithms has been investigated theoretically
(4, 8–13) and experimentally (14–16) in small
quantum systems with shallow quantum cir-
cuits, or in systems lacking the many-body
coherence believed to be central for quantum
advantage (17, 18). However, these studies offer

only limited insights into algorithms’ per-
formances in the most interesting regime
involving large system sizes and high circuit
depths (19, 20).
Here we use a quantum device based on co-

herent, programmable arrays of neutral atoms
trapped in optical tweezers to investigate quan-
tum optimization algorithms for systems rang-
ing from 39 to 289 qubits, and effective depths
sufficient for the quantum correlations to
spread across the entire graph. Specifically,
we focus on maximum independent set, a
paradigmatic NP-hard optimization problem
(21). It involves finding the largest indepen-
dent set of a graph—a subset of vertices such
that no edges connect any pair in the set. An
important class of such maximum indepen-
dent set problems involves unit disk graphs,
which are defined by vertices on a two-
dimensional plane with edges connecting all
pairs of vertices within a unit distance of one
another (Fig. 1, A and B). Such instances arise
naturally in problems associated with geomet-
ric constraints that are important for many
practical applications, such as modeling wire-
less communication networks (22, 23). Al-
though there exist polynomial-time classical
algorithms to find approximate solutions to
the maximum independent set problem on
such graphs (24), solving the problem exactly is
known to be NP-hard in the worst case (23, 25).

Maximum independent set on Rydberg
atom arrays

Our approach uses a two-dimensional atom
array described previously (26). Excitation
from a ground state |0i into a Rydberg state
|1i is utilized for hardware-efficient encod-
ing of the unit disk maximum independent
set problem (27). For a particular graph, we
create a geometric configuration of atoms

using optical tweezers such that each atom
represents a vertex. The edges are drawn
according to the unit disk criterion for a unit
distance given by the Rydberg blockade radius
Rb (Fig. 1C), the distance within which excita-
tion of more than one atom to the Rydberg
state is prohibited because of strong interac-
tions (28). The Rydberg blockade mechanism
thus restricts the evolution primarily to the
subspace spanned by the states that obey the
independent set constraint of the problem
graph. Quantum algorithms for optimization
are implemented via global atomic excitation
using homogeneous laser pulses with a time-
varying Rabi frequency (and a time-varying
phase) W(t)eif(t) and detuning D(t) (Fig. 1D).
The resulting quantum dynamics is governed
by the Hamiltonian H = Hq + Hcost, with the
quantum driverHq and the cost functionHcost

given by

Hq ¼
ℏ
2

X

i

W tð Þeif tð Þ 0j ii 1h jþ h:c:
h i

;

Hcost ¼ %ℏD tð Þ
X

i

ni þ
X

i<j

Vijninj ð1Þ

where ni = |1iih1|, and Vij = V0/(|ri – rj|)
6 is

the interaction potential that sets the block-
ade radius Rb and determines the connectivity
of the graph. For a positive laser detuning D,
the many-body ground state of the cost func-
tion Hamiltonian maximizes the total num-
ber of qubits in the Rydberg state under the
blockade constraint, corresponding to the
largest independent set MIS(G) (hereafter
MIS) of the underlying unit disk graphG (27)
(Fig. 1E). Even with the finite blockade energy
and long-range interaction tails, we empirically
find that the ground states ofHcost still encode
an MIS for the ensemble of graphs studied
here [see (25, 27)].

Variational optimization via a closed
quantum-classical loop

In the experiment, we deterministically pre-
pare graphs with vertices occupying 80% of
an underlying square lattice, with the block-
ade extending across nearest and next-nearest
(diagonal) neighbors (Fig. 1C). This allows us
to explore a class of nonplanar graphs for
which finding the exact solution of MIS is
NP-hard for worst-case instances (25). To
prepare quantum states with a large overlap
with theMIS solution space, we use a family of
variational quantum optimization algorithms
using a quantum-classical optimization loop.
We place atoms at positions defined by the
vertices of the chosen graph, initialize them in
state |0i, and implement a coherent quantum
evolution corresponding to the specific choice
of variational parameters (Fig. 1D). Subse-
quently, we sample the wave function with
a projective measurement and determine the

RESEARCH

Ebadi et al., Science 376, 1209–1215 (2022) 10 June 2022 1 of 7

1Department of Physics, Harvard University, Cambridge, MA
02138, USA. 2QuEra Computing Inc., Boston, MA 02135,
USA. 3Department of Physics and Astronomy, University of
Waterloo, Waterloo N2L 3G1, Canada. 4Perimeter Institute for
Theoretical Physics, Waterloo, Ontario N2L 2Y5, Canada.
5School of Engineering and Applied Science, Harvard
University, Cambridge, MA 02138, USA. 6Google Quantum AI,
Venice, CA 90291, USA. 7Center for Theoretical Physics,
Massachusetts Institute of Technology, Cambridge, MA
02139, USA. 8School of Natural Sciences, Institute for
Advanced Study, Princeton, NJ 08540, USA. 9Walter Burke
Institute for Theoretical Physics, California Institute of
Technology, Pasadena, CA 91125, USA. 10Institute for
Theoretical Physics, University of Innsbruck, A-6020
Innsbruck, Austria. 11Institute for Quantum Optics and
Quantum Information, Austrian Academy of Sciences,
A-6020 Innsbruck, Austria. 12Department of Physics and
Research Laboratory of Electronics, Massachusetts Institute
of Technology, Cambridge, MA 02139, USA.
*Corresponding author. Email: greiner@physics.harvard.edu (M.G.);
vuletic@mit.edu (V.V.); lukin@physics.harvard.edu (M.D.L.)
†These authors contributed equally to this work. ‡Present address:
AWS Center for Quantum Computing, Pasadena, CA 91125, USA.

D
ow

nloaded from
 https://w

w
w

.science.org on A
pril 22, 2024



38

Experimental implementation

where the quantumalgorithm locally solves the
graph in domains whose sizes are determined
by the evolution time and speed at which
quantum information propagates (36, 37).
We show that the scaling of the approximation
error with depth can originate from the con-
flicts between local solutions at the boundaries
of these independent domains (25). In graphs
with a large degeneracy density r, there may
exist many MIS configurations that are com-
patible with the local ordering in these do-
mains. This provides a possible mechanism
to reduce domain walls at their boundaries
(fig. S14) and decrease the approximation
error. Such a scenario would predict a linear
relation between 1 – R and r at a fixed depth,
which is consistent with our observations
(Fig. 2C and fig. S15).

Benchmarking against simulated annealing
To benchmark the results of the quantum
optimization against a classical algorithm,
we use simulated annealing (SA) (38). It seeks
to minimize the energy of a cost Hamiltonian
by thermally cooling a system of classical spins
while maintaining thermal equilibrium. Al-
though some specifically tailored state-of-
the-art algorithms (24, 39) may have better
performance than SA in solving themaximum
independent set problem, we have chosen
SA for extensive benchmarking because sim-
ilar to the quantum algorithms used, it is a
general-purpose algorithm that only relies on
information from the cost Hamiltonian for
solving the problem. Our highly optimized
variant of SA stochastically updates local clus-
ters of spins using the Metropolis-Hastings

(40) update rule, rejecting energetically un-
favorable updates with a probability depen-
dent on the energy cost and the instantaneous
temperature (25). We use collective updates
under the MIS Hamiltonian cost function (eq.
S15), which applies an optimized uniform inter-
action energy to each edge, penalizing states
that violate the independent set criterion (25).
The annealing depth pSA is defined as the aver-
age number of attempted updates per spin.
We compare the quantumalgorithm and SA

on twometrics: the approximation error 1 – R,
and the probability of sampling an exact solu-
tion PMIS, which determines the inverse of time-
to-solution. As shown in Fig. 4A, for relatively
shallow depths and moderately hard graphs,
optimized SA results in approximation errors
similar to those observed on the quantum de-
vice. In particular, we find that the hardness in
approximating the solution for short SA depths
is also controlled by degeneracy density r (fig.
S18, A and B). However, some graph instances
appear to be considerably harder for SA com-
pared to the quantumalgorithmat higher depths
(see, e.g., gold and purple curves in Fig. 4A).
Detailed analysis of the SA dynamics for

graphswith lowdegeneracy densities r reveals
that for some instances, the approximation ratio
displays a plateau at R = (|MIS| – 1)/|MIS|,
corresponding to independent sets with one
less vertex than an MIS (Fig. 4A, gold and
purple solid lines). Graphs displaying this be-
havior have a large number of local minima
with independent set size |MIS| – 1, in which
SA can be trapped up to large depths. By
analyzing the dynamics of SA at low temper-
atures as a randomwalk among |MIS| – 1 and
|MIS| configurations (Fig. 4D), we show in
(25) that the ability of SA to find a global
optimum is limited by the ratio of the num-
ber of suboptimal independent sets of size
|MIS| – 1 to the number of ways to reach
global minima, resulting in a “hardness pa-
rameter”HP = D|MIS|–1/(|MIS|D|MIS|) (Fig. 4E).
This parameter lower bounds the mixing
time for the Markov chain describing the SA
dynamics at low temperatures (eq. S19), and
it appears to increase exponentially with the
square root of the system size for the hardest
graphs (fig. S11). This suggests that a large
number of local minima cause SA to take an
exponentially long time to find an MIS for the
hardest cases as N grows. If SA performance
saturates this lower bound, consistent with
numerics (fig. S19), its runtime to find an MIS
is polynomially related to the best known
exact classical algorithms (41).

Quantum speedup on the hardest graphs

We now turn to study the algorithms’ ability
to find exact solutions on the hardest graphs
(with up to N = 80), chosen from graphs in
the top two percentile of the hardness pa-
rameterHP (fig. S11). We find that for some
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Fig. 2. Testing variational quantum algorithms. (A) Implementation of the quantum approximate
optimization algorithm (QAOA), consisting of sequential layers of resonant pulses with variable duration
ti and laser phase fi. (B) Variational optimization of QAOA parameters results in a decrease in approximation
error 1 – R, up to depth p = 4 (inset: example performance of quantum-classical closed-loop optimization
at p = 5). Approximation error calculated using the top 50 percentiles of independent set sizes (1 – R0.5) is
used as the figure of merit to reduce effects of experimental imperfections on the optimization procedure
(25). (C) Quantum evolution can also be parametrized as a variational quantum adiabatic algorithm
(VQAA) using a quasi-adiabatic pulse with a piecewise-linear sweep of detuning D(t) at constant Rabi
coupling W(t). W(t) is turned on and off within tW, and a low-pass filter with time scale tD is used to smoothen
the D(t) sweep. (D) Performance of a rescaled piecewise-linear sweep as a function of its effective
depth ~p = (t1 + … + tf)/tp. Variational optimization of a three-segment (orange) piecewise-linear pulse
(optimized for ~p = 10) improves on the performance of a simple one-segment linear (blue) pulse, as
well as the best results from QAOA (inset: detuning sweep profiles for one-segment (blue) and three-segment
(orange) optimized pulses, for a total pulse duration of 2.0 ms). Error bars for approximation ratio R are
the SEM here and throughout the text and are smaller than the points.
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Quantum optimization of maximum independent set
using Rydberg atom arrays
S. Ebadi1†, A. Keesling1,2†, M. Cain1†, T. T. Wang1, H. Levine1‡, D. Bluvstein1, G. Semeghini1,
A. Omran1,2, J.-G. Liu1,2, R. Samajdar1, X.-Z. Luo2,3,4, B. Nash5, X. Gao1, B. Barak5, E. Farhi6,7,
S. Sachdev1,8, N. Gemelke2, L. Zhou1,9, S. Choi7, H. Pichler10,11, S.-T. Wang2, M. Greiner1*,
V. Vuletić12*, M. D. Lukin1*

Realizing quantum speedup for practically relevant, computationally hard problems is a central challenge
in quantum information science. Using Rydberg atom arrays with up to 289 qubits in two spatial
dimensions, we experimentally investigate quantum algorithms for solving the maximum independent
set problem. We use a hardware-efficient encoding associated with Rydberg blockade, realize
closed-loop optimization to test several variational algorithms, and subsequently apply them to
systematically explore a class of graphs with programmable connectivity. We find that the problem
hardness is controlled by the solution degeneracy and number of local minima, and we experimentally
benchmark the quantum algorithm’s performance against classical simulated annealing. On the
hardest graphs, we observe a superlinear quantum speedup in finding exact solutions in the deep circuit
regime and analyze its origins.

C
ombinatorial optimization is ubiquitous
inmany areas of science and technology.
Many such problems have been shown
to be computationally hard and form
the basis for understanding complexity

classes in modern computer science (1). The
use of quantummachines to accelerate solving
such problems has been theoretically explored
for over two decades with a variety of quan-
tum algorithms (2–4). Typically, a relevant cost
function is encoded in a quantumHamiltonian
(5), and its low-energy state is sought starting
from a generic initial state, either through an
adiabatic evolution (2) or a variational ap-
proach (3), via closed optimization loops (6, 7).
The computational performance of such al-
gorithms has been investigated theoretically
(4, 8–13) and experimentally (14–16) in small
quantum systems with shallow quantum cir-
cuits, or in systems lacking the many-body
coherence believed to be central for quantum
advantage (17, 18). However, these studies offer

only limited insights into algorithms’ per-
formances in the most interesting regime
involving large system sizes and high circuit
depths (19, 20).
Here we use a quantum device based on co-

herent, programmable arrays of neutral atoms
trapped in optical tweezers to investigate quan-
tum optimization algorithms for systems rang-
ing from 39 to 289 qubits, and effective depths
sufficient for the quantum correlations to
spread across the entire graph. Specifically,
we focus on maximum independent set, a
paradigmatic NP-hard optimization problem
(21). It involves finding the largest indepen-
dent set of a graph—a subset of vertices such
that no edges connect any pair in the set. An
important class of such maximum indepen-
dent set problems involves unit disk graphs,
which are defined by vertices on a two-
dimensional plane with edges connecting all
pairs of vertices within a unit distance of one
another (Fig. 1, A and B). Such instances arise
naturally in problems associated with geomet-
ric constraints that are important for many
practical applications, such as modeling wire-
less communication networks (22, 23). Al-
though there exist polynomial-time classical
algorithms to find approximate solutions to
the maximum independent set problem on
such graphs (24), solving the problem exactly is
known to be NP-hard in the worst case (23, 25).

Maximum independent set on Rydberg
atom arrays

Our approach uses a two-dimensional atom
array described previously (26). Excitation
from a ground state |0i into a Rydberg state
|1i is utilized for hardware-efficient encod-
ing of the unit disk maximum independent
set problem (27). For a particular graph, we
create a geometric configuration of atoms

using optical tweezers such that each atom
represents a vertex. The edges are drawn
according to the unit disk criterion for a unit
distance given by the Rydberg blockade radius
Rb (Fig. 1C), the distance within which excita-
tion of more than one atom to the Rydberg
state is prohibited because of strong interac-
tions (28). The Rydberg blockade mechanism
thus restricts the evolution primarily to the
subspace spanned by the states that obey the
independent set constraint of the problem
graph. Quantum algorithms for optimization
are implemented via global atomic excitation
using homogeneous laser pulses with a time-
varying Rabi frequency (and a time-varying
phase) W(t)eif(t) and detuning D(t) (Fig. 1D).
The resulting quantum dynamics is governed
by the Hamiltonian H = Hq + Hcost, with the
quantum driverHq and the cost functionHcost

given by

Hq ¼
ℏ
2

X

i

W tð Þeif tð Þ 0j ii 1h jþ h:c:
h i

;

Hcost ¼ %ℏD tð Þ
X

i

ni þ
X

i<j

Vijninj ð1Þ

where ni = |1iih1|, and Vij = V0/(|ri – rj|)
6 is

the interaction potential that sets the block-
ade radius Rb and determines the connectivity
of the graph. For a positive laser detuning D,
the many-body ground state of the cost func-
tion Hamiltonian maximizes the total num-
ber of qubits in the Rydberg state under the
blockade constraint, corresponding to the
largest independent set MIS(G) (hereafter
MIS) of the underlying unit disk graphG (27)
(Fig. 1E). Even with the finite blockade energy
and long-range interaction tails, we empirically
find that the ground states ofHcost still encode
an MIS for the ensemble of graphs studied
here [see (25, 27)].

Variational optimization via a closed
quantum-classical loop

In the experiment, we deterministically pre-
pare graphs with vertices occupying 80% of
an underlying square lattice, with the block-
ade extending across nearest and next-nearest
(diagonal) neighbors (Fig. 1C). This allows us
to explore a class of nonplanar graphs for
which finding the exact solution of MIS is
NP-hard for worst-case instances (25). To
prepare quantum states with a large overlap
with theMIS solution space, we use a family of
variational quantum optimization algorithms
using a quantum-classical optimization loop.
We place atoms at positions defined by the
vertices of the chosen graph, initialize them in
state |0i, and implement a coherent quantum
evolution corresponding to the specific choice
of variational parameters (Fig. 1D). Subse-
quently, we sample the wave function with
a projective measurement and determine the
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HP =
D|MIS|−1

|MIS |D|MIS|

specifically constructed circuits and are not
directly applicable to the algorithms imple-
mented here. In addition, the following mech-
anisms can contribute to the speedup observed
in our system. The quantum algorithm’s per-
formance in the observed regime appears to
be mostly governed by the minimum energy
gap dmin (Fig. 5C). We show that under cer-
tain conditions, one can achieve coherent
quantum enhancement for the minimum gap

resulting in a quadratic speedup via dmin ~
HP –1/2 (25). In practice, however, we find
that the minimum energy gap does not always
correlate with the classical hardness parame-
ter HP, as is evident in the spread of the
quantum data in Fig. 4E (see also fig. S21).
Some insights into these effects can be gained
by a more direct comparison of the quantum
algorithm with SA using the same cost func-
tion corresponding to theRydbergHamiltonian

(25) (Fig. 5D). Although the observed power-
law scaling supports the possibility of a nearly
quadratic speedup for instances in the deep
circuit regime (dmin > 1/T), it is an open ques-
tion whether such a speedup can be extended,
with a guarantee, in all instances. Finally, it
is possible that dmin alone does not fully de-
termine the quantum performance, as sug-
gested by the data points that deviate from
the Landau-Zener prediction in Fig. 5C, where
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Fig. 4. Benchmarking the quantum algorithm against classical simulated
annealing. (A) Performance of the quantum algorithm, and the optimized
simulated annealing with the MIS Hamiltonian, shown as a function of depth (~p for
quantum algorithm and pSA for simulated annealing) for four 80-vertex graphs.
Green (HP = 1.8, r = 0.13) and gray (HP = 2.1, r = 0.11) graphs are easy
for the quantum and classical algorithm; however, purple (HP = 69, r = 0.08)
and gold (HP = 68, r = 0.06 are significantly harder and show a plateau at
R = (|MIS| – 1)/|MIS|, i.e., independent sets with one less vertex than an MIS.
(B and C) One of the hard graphs (gold) shows much better quantum scaling
of average normalized Hamming distance to the closest MIS, and MIS probability
(PMIS) compared to the other graph (purple). By contrast, the performance of
SA (lines) remains similar between the two graphs. (D) Configuration graph
of independent sets of size |MIS| and |MIS| – 1 for an example 39-vertex graph

(HP = 5), where the edges connect two configurations if they are separated
by one step of simulated annealing. At low temperatures, simulated annealing
finds an MIS solution by a random walk on this configuration graph.
(E) –log(1 – PMIS) for instance-by-instance optimized quantum algorithm (crimson)
and simulated annealing (teal) reached within a depth of 32, for 36 graphs
selected from the top two percentile of hardness parameter HP for each size.
Power-law fits to the SA (teal, ~HP–1.03(4)) and the quantum data (dashed crimson
line, ~HP–0.95(15)) are used to compare scaling performance with graph hardness
HP. The error in the power-law exponents from the fit is the combination of
statistical errors and the error in the least-squares fit. If only graphs with minimum
energy gaps large enough to be resolved in the duration of the quantum evolution
are considered (dmin > 1/T, excluding hollow data points), the fit (solid crimson line)
shows a superlinear speedup ~HP–0.63(13) over optimized simulated annealing.
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Quantum simulation vs classical numerics

Hardness of the Maximum Independent Set Problem on Unit-Disk Graphs and

Prospects for Quantum Speedups

Ruben S. Andrist,1, ⇤ Martin J. A. Schuetz,1, 2, ⇤ Pierre Minssen,3, ⇤ Romina
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Rydberg atom arrays are among the leading contenders for the demonstration of quantum
speedups. Motivated by recent experiments with up to 289 qubits [Ebadi et al., Science 376, 1209
(2022)] we study the maximum independent set problem on unit-disk graphs with a broader range
of classical solvers beyond the scope of the original paper. We carry out extensive numerical studies
and assess problem hardness, using both exact and heuristic algorithms. We find that quasi-planar
instances with Union-Jack-like connectivity can be solved to optimality for up to thousands of nodes
within minutes, with both custom and generic commercial solvers on commodity hardware, without
any instance-specific fine-tuning. We also perform a scaling analysis, showing that by relaxing the
constraints on the classical simulated annealing algorithms considered in Ebadi et al., our implemen-
tation is competitive with the quantum algorithms. Conversely, instances with larger connectivity
or less structure are shown to display a time-to-solution potentially orders of magnitudes larger.
Based on these results we propose protocols to systematically tune problem hardness, motivating
experiments with Rydberg atom arrays on instances orders of magnitude harder (for established
classical solvers) than previously studied.

I. INTRODUCTION

Combinatorial optimization problems are pervasive
across science and industry, with prominent applications
in areas such as transportation and logistics, telecommu-
nications, manufacturing, and finance. Given its poten-
tially far-reaching impact, the demonstration of quantum
speedups for practically relevant, computationally hard
problems (such as combinatorial optimization problems)
has emerged as one of the greatest milestones in quantum
information science.

Over the last few years, programmable Rydberg atom
arrays have emerged as a promising platform for the
implementation of quantum information protocols [1–7],
and (in particular) quantum optimization algorithms [8–
13]. Some of the exquisite, yet experimentally demon-
strated capabilities of these devices include the deter-
ministic positioning of individual neutral atoms in highly
scalable arrays with arbitrary arrangements [14, 15], the
coherent manipulation of the internal states of these
atoms (including excitation into strongly excited Ryd-
berg states) [16–18], the ability to coherently shuttle
around individual atoms [19], and strong interactions me-
diated by the Rydberg blockade mechanism [12, 20–22].

The physics of the Rydberg blockade mechanism has
been shown to be intimately related to the canonical (NP-
hard) maximum independent set (MIS) problem [8], in

⇤These authors contributed equally.
†These authors acted as Co-PIs.

particular for unit-disk graphs. The MIS problem in-
volves finding the largest independent set of vertices in
a graph, i.e., the largest subset of vertices such that no
edges connect any pair in the set; compare Fig. 1 for a
schematic illustration. As shown in Ref. [8], MIS prob-
lems can be encoded with (effectively two-level) Ryd-
berg atoms placed at the vertices of the target (prob-
lem) graph. Strong Rydberg interactions between atoms
then prevent two neighboring atoms from being simul-
taneously in the excited Rydberg state, provided they
are within the Rydberg blockade radius, thereby effec-
tively implementing the independence constraint under-
lying the MIS problem. By virtue of this Rydberg
blockade mechanism, Rydberg atom arrays allow for a
hardware-efficient encoding of the MIS problem on unit-
disk graphs, with the (tunable) disk radius Rb ⇠ 1 –
10µm setting the relevant length-scale [6].

Overview of main results. Recently, a potential
(superlinear) quantum speedup over classical simulated
annealing has been reported for the MIS problem [12],
based on variational quantum algorithms run on Ryd-
berg atom arrays with up to 289 qubits arranged in two
spatial dimensions. This work focused on benchmark-
ing quantum variational algorithms against simulated an-
nealing by viewing it as a classical analogue of the adia-
batic algorithm, yet left open the question of benchmark-
ing against other state-of-the-art classical solvers. Moti-
vated by this experiment, we perform a detailed analysis
of the MIS problem on unit-disk graphs and assess prob-
lem hardness using both exact and heuristic methods.
We provide a comprehensive algorithmic and numerical
analysis, and we demonstrate the following: (i) Typical
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Beyond MIS with analog neutral atoms

Nguyen, Minh-Thi, et al. "Quantum optimization 
with arbitrary connectivity using rydberg atom 
arrays." PRX Quantum 4.1 (2023): 010316.

M. Lanthaler, C. Dlaska, K. Ender, and W. Lechner, 
“Rydberg-blockade-based parity quantum 
optimization,” Physical Review Letters, vol. 130, no. 
22, p. 220601, 2023.
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Amorphous 
quantum magnets

13/03/2024

3



Quasicrystal 

Materials with no 
translational symmetry but 
long range order 

๏ Proposal and first results for 
the quantum simulation with 
cold atoms  

Amorphous materials 

Short range order but no 
long-range order 

๏ The quantum simulation of 
these is focus of this talk 

From crystals to amorphous solids

19/03/2024

Crystal lattice 

Translational invariance 

๏ These materials are fully 
ordered and translational 
symmetry 

๏ Majority of quantum simulation 
results consider such lattice 
structures 

3 TYPES OF MATERIALS
The disordered 
structure of the 
material makes it 
difficult to simulate 
and requires large 
approximations. 

However, amorphous 
materials are 
ubiquitous and 
simulate them could 
lead to 
groundbreaking 
discoveries 

43



Amorphous: Disordered at Long range and  
short ranged ordered

19/03/2024

Amorphous materials have no long-
range order  

However, they have well defined 
short-range order due to covalent 
bonds: bond lengths and bond 
angles 

The combination of these leads to a 
well-defined coordination number 

Reflected through in  
- the radial distribution function 

Coordination number

g(r)

C = 2π∫
R1

0
rg(r)dr

Adapted from Nature, 577, 199–203 (2020)

FROM ORDERED TO DISORDERED MATERIALS

BOND LENGTHS AND BOND ANGLES IN GRAPHENE 
AND MONOLAYER AMORPHOUS CARBON

RADIAL DISTRIBUTION FUNCTION

44

: ATOMIC DENSITY 
FROM A REFERENCE ATOM
g(r)
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Spectral gaps in DOS  
 Amophous Semiconductors 

Phys. Rev. B 4, 2508
→

 ‘Nearly all materials can, if 
cooled fast enough and far 

enough, be prepared as 
amorphous solids.’ 

Amoprhous Superconductors 
Amorphous Superconductors, 

Tsuei, C.C. (1981).

Adapted from Paul Corbae et 
al 2023 EPL 142 16001

Amorphous Topological Insulators 
Phys. Rev. Lett. 118, 236402 

Amorphous Quantum Spin Liquids 
Nat. Commun. 14, 6663 (2023)



Perturbative,
TN, QMC,
NQS...
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Amorphous Quantum Magnets

๏ much research into amorphous 
materials typically focusing on 
classical/non-interacting 

๏ Limited research into work on 
quantum amorphous materials 
due to inherent complexity 

•inherent requirement of 
large systems 

•No translational symmetry



Amorphous solid Generation
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Most common methods in previous literature is 
Voronoi tessellation

Adapted from Nature volume 577, 199–203 (2020)

Problems:  
๏ Two sites connected by an edge (no matter its 

length) become nearest-neighbours. 
๏ Limited control over coordination number and edge 

lengths – we consider I ∝ 1/𝑟6

➢ We need a method with very precise control – use 
variational approach

Gaussian kernel to control 
coordination number

Penalty for atoms getting too 
close

Distance 
penalty

𝑟𝑖𝑗      =  

𝑘(𝑟)  =  

𝑚𝑗      =  

a1, a2, β, γ, rmin, rmax =

Distance between qubit  and 𝑖 𝑗

Gaussian function

Coordination numbers picked from normal distribution

Hyper parameters

ℒ = a1 ∑
j

∑
i

k (rij) − mj

2

+ a2 ∑
ij

(1 −
1

1 + e−γ(rij−rmin) ) + a2 ∑
ij

erij−rmax

1 + e−β(rij−rmax)
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𝐶 = 3 𝐶 = 4 𝐶 = 3.5 𝐶 = 5
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Static structure factor

C = 3 C = 4 C = 3.5Static structure factor 

 

๏  No preferred direction       
 Rotational symmetry 

๏ Same wave vector as 
dominant lattice (square, 
hexagonal)

S(q) =
1
N

N

∑
j=1

e−q.Rj

2

→
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Classical emulation of amorphous magnets

๏ Lack of lattice topology             
 challenge for the tensor 

network representation. 
๏ Inherently requires large system 

sizes (due to boundary effects) 
๏ In the antiferromagnetic case, 

presence of (local) frustration. 
How will this behave beyond 
regular lattices.
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๏ We consider the ferromagnetic Ising model with 
(allows us to avoid any frustration) 

 

๏ We set the minimum distance between two 
atoms to unity, such that:  

๏ We consider the transverse field , in which  is 
the average nearest neighbour interaction 
strength 

๏ We use mean-theory and linear spin wave theory 
to capture the physics of amorphous materials in 
the semi-classical limit 

H = − ∑
i< j

J0

r6
ij

Sz
i Sz

j + hx ∑
i

Sx
i , Sα

j =
1
2

σα
j .

min rij = 1

hx /J̄ J̄

Semiclassical analysis
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PROBLEM SET UP

(VERY BRIEF) REVIEW OF  LINEAR SPIN WAVE THEORY
Holstein-Primakoff mapping 

 S̃z
j =

1
2

− a†
j aj, S̃x

j =
1
2

(a†
j + aj)

⇒ H = −
1
4 ∑

i< j

J0

r6
ij

sin θi sin θj(a†
i + ai)(a†

j + aj) + ∑
i

hx sin θi +
cos θi

2 ∑
j

J0

r6
ij cos θj

a†
i ai

Bogoliubov transformation

 : LSWT spectrum 
 : LSWT eigenmodes

𝜔𝜇
𝑏𝜇

⇒ 𝐻 =
𝑁

∑
𝜇=1

𝜔𝜇𝑏†
𝜇𝑏𝜇 + 𝐸𝑔,

MEAN-FIELD PHASE DIAGRAM 

Mean-field ferromagnetic 
order parameter 

M =
1
N ∑

i

⟨Sz
i ⟩

: Linear spin wave theory 
energy gap
Δ

Transition points for the 
hexagonal and square lattice

Rotation to the mean-field polarised axis 
 
  

Under the assumption  

 

Sz
i = S̃z

i cos θi + S̃x
i sin θi

Sx
i = S̃x

i cos θi + S̃z
i sin θi

⟨S̃x⟩ ≃ 0

EMF = −
1
4 ∑

i< j

J0

r6
ij

cos θi cos θj −
hx

2 ∑
i

sin θi



Semiclassical analysis 
Linear spin wave theory

Delocalized band despite 
apparent disorder

Localisation (large momentum 
width) for small transverse field
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S, Julia-Farre, arXiv:2402.02852 (2023)

19/03/2024

Ring band 
structure 

𝑆𝜇𝜈(𝑘, 𝜔) ≡
1
𝐿 ∑

𝑖𝑗

𝑒𝑖𝑘(𝑖−𝑗) ∫
∞

−∞
𝑒𝑖𝜔𝑡𝑆𝜇𝜈(𝑖, 𝑗, 𝑡)d𝑡𝑆𝜇𝜈(𝑖, 𝑗, 𝑡)

DYNAMICAL STRUCTURE FACTORNATURE OF THE ENERGY SPECTRUM

Adapted from Phy. Rev. Lett. 124, 130604 

Localisation due to special disorder Disorder in amorphous solids

𝐶 = 3

We calculate the inverse participation ratio  

𝐼(𝜔) = ∫𝑟,𝑤
|Ψ(𝜔′￼, 𝑟) |4 𝛿(𝜔 − 𝜔′￼)𝑑𝑟

 for delocalised modes at energy 𝑰(𝝎) → 𝟎 𝜔



X

Y

(a)

X

(b)
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Geometrical frustration and disorder

๏ Both locally frustrated and 
unfrustrated plaquettes can 
coexist in an amorphous 
magnet 

๏ For , we can generate 
amorphous magnets which 
bears similarities with square or 
Kagome lattices. 

๏ This can lead to important 
differences already for classical 
spins: 

- regular square AF 
- kagome  spin liquid

C = 4

→
→



54

Classical simulated annealing

MONTE CARLO SWEEP 
• random single spin 

flip  
• Metropolis update 

with temperature Ti

Ti = T0(1 − i /nsteps), i = 1,⋯, nsteps

๏ We perform simulated annealing on on 
 replicas. 

๏ We then study statistical quantities such as  
๏  The energy of a replica 

 

๏ The Edward-Anderson parameter  

 

 

๏  We also compute the probability 
distribution of the replica overlap  
for 20 replicas with lowest energy.

N = 60

Eα
SA = ⟨H⟩α

q2
SA

qαβ
SA =

1
N

N

∑
i=1

σα
i σβ

j

q2
SA =

1
NR(NR − 1) ∑

α≠β

|qαβ
SA |2

P(qαβ
SA)
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SA on paradigmatic models
๏ Different behaviour of the 

Probability distribution of the 
replica overlap for square and 
kagome (a).  

๏This reflects the difference 
between the AF GS and the spin 
liquid GS. 

๏We also show the differences 
between two paradigmatic 
examples of spin glasses: The 
Edward Anderson model with 
Bimodal couplings and Gaussian 
couplings (b). 

๏Important to note that SA 
converged well for the spin glass 
because of the small system sizes 
considered here (6x6)

(a) (b)
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SA on amorphous materials
๏ We perform a similar study for the 

amorphous solid with for 
both square and kagome types 
and for . 

๏ SA does not converge well in this 
case (see (a,b)). This features also 
happens for spin glasses of the EA 
type. 

๏ Strong difference between the 
energy landscape of square and 
kagome amorphous solids. 

๏ Beware that we explore the low 
energy landscape but not the GS 
due to the lack of convergence. 

C ≈ 4

N = 400

0 60

1.30

1.29

E S
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Quantum evolution 
kernel

13/03/2024

4
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Graph-structured data

Economic 
networks

Molecules
3D shapes Social networks

Power networks
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Toxicity screening on Iroise

Predictive Toxicity Challenge on Female Mice [1,2]

[1] Helma, et al., Bioinformatics, 01, 1, 107-108 (2001)
[2] Data taken from the GraKeL library

• First graph QML implementation on a real dataset of such 
size. 

• Year-long internal R&D project involving sw and hw teams

• Albrecht B, Dalyac C et al. "Quantum feature maps for graph 
machine learning on a neutral atom quantum processor." Physical 
Review A 107.4 (2023): 042615.

# of qubits

288 registers, 
up to 32 
qubits

Global 
analog, 
constant 
pulses

~120k shots

RuntimeControl# of registers
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Using the quantum dynamics to embed the data
๏ The quantum dynamics is 

expected to introduce a richer 
feature map, with characteristics 
that are hard to access by 
classical means
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Quantum feature map
The graph topology is encoded in the 
dynamics through the Hamiltonian of the 
system 

G = {V, E}

HG ∼ ∑
i,j

Vijninj

Creates an edge if 
rij < r0

The measurement histograms enable us to 
build a similarity measure between graphs

Number of excitations

Number of excitations

Jensen- Shannon divergence between the graphs  
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Chemical compounds in PTC-FM



5.5um
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Chemical compounds in PTC-FM



64

Large atom number registers



65

Experimental results on par with classical kernel
Classification results on par with the 
best classical kernels on this dataset


