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The Smoluchowski equation
Approximation of aggregation models in polymers, planetesimals, aerosols,
soots,...

(M. von Smoluchowski Z. Phys. 1916)

∂f

∂t
(t, x)=

1
2

∫ x

0

W (x− y, y)f(t, x− y)f(t, y)dy −

−f(t, x)
∫ ∞

0

W (x, y)f(t, y)dy

f(t, x) : density of clusters of size x > 0

W (x, y) = homogeneous function of degree λ.

W (x, y) = W (y, x).

Aggregation of “particles” of size x− y and y to give “particles” of size x.
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AGGREGATION ?

Different types of aggregating objects: particle-particle
(coagulation); particle-cluster; cluster-cluster.

Different types of movement for particles/clusters:

Brownian motion (diffusion); ballistic aggregation (linear trajectories
motion)...

Different types of aggregation: Diffusion Limited Aggregation
(all collisions lead to attachment); Reaction Limited Aggregation
(requires repeated collisions before sticking)...
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lie close together (21, 22). GSPD have been computed as
described elsewhere (23, 24) (see Appendix III).

The growth probabilities pk of the cluster surface sites are
computed from the u values obtained by solving the Laplace
equation around the aggregate, which are proportional to
the probability of finding a diffusive particle in the point k,
adjacent to the cluster (eq 1)

where η is amodel parameter and B is a normalization factor

for the summationofui,j forall theadjacent sites to the cluster:

This method for computing the GSPD is identical to those
used for the formationof fractal aggregateswith theDielectric
BreakdownModel (DBM) (23, 24) (Appendix IV). To provide
an example, in Figure 2 are shown the 1000, 5000, and 9000
surface sites with higher aggregation probabilities of the
aggregatedepicted inFigure1A. Due todifferentGSPD, these
surface sites have different aggregation probabilities depend-
ing on the parameter η. The sites with high probabilities are
mainly located in the outer parts of the aggregates (Figure
2A)while lowerpi values areheldby inner surface sites (Figure
2B,C).

The parameter η does not have a generalized physical
meaning but could be due to a nonlinear response to the
local value of the field u (23). However, the parameter η is
very useful for explaining differences in the aggregation
behavior, and in this study, this parameter is related to several
phenomena. For η equal to 1, the aggregate is consistent
with a DLA model, whereas in the case of values of η lower
than 1 the fractal dimensions obtained (24; Appendix I) are
consistent with the RLA model. This suggests that η might
be related to the molecular reactivity of the cluster or the
sorptive capacity of the chemical. Note, that in cases where
η is lower than unity, the growth-probability distribution is
flatter (i.e., the differences between high and low probability
points will be smaller since aggregation may be limited by
reaction), permitting diffusion to the inner zones. In the
case η ) 0, the collision probability will be constant over the
entireaggregate surface. Conversely, thegrowthprobabilities
in the inner parts of the aggregates may be even lower than
those obtained from u when the η value is higher than unity
(i.e., corresponding toGSPDwithgreaterdifferencesbetween
the high and low probability surface sites, see Figure 2).

Furthermore, η is suspected to be related to other
influences. For example, compounds with a largemolecular
size cannot react or associate with all the surface sites due
to steric effects, permitting them to diffuse to inner sites
(assuming pore and cavity sites larger than the molecular
size), leading to a decrease in the value of η. The negative
correlation between molecular size, for example, the total
surface area (TSA) and the solubility logarithm (25), is well
known. Compounds with higher solubilities would tend to
associate with outlier active sites, have a very low tendency
to go inside the aggregate, and therefore have values of η
higher than unity. The different kinds of contributions to η
may be considered as

where ηr, ηTSA, ηsol, and ηx are related to cluster-molecule
reactivity, steric effects, solubility, andanyotherunexplained
effect, respectively. Note that η is alwayspositive,with values
either higher or lower than unity. The values of ηr and ηst are
lower than unity while ηsol is positive and might be assumed
to have values positively correlated with the logarithm of
solubility in order to be consistent with the relationship
between TSA and solubility. Indeed, ηsol contains the
hydrophobic character of the compound, which has been
recognized as aprincipal factor in explaining thepartitioning
of a wide range of organic compounds (25, 26).

AdsorptionModel. Thismodel is based on the Langmuir
adsorption isotherm (27, 28), although some modifications
are considered taking into account the effect of geometry on
the rate of collisions. The assumptions are as follows: (i)
there is no interaction between the adsorbed molecules, this
means that when one molecule adheres, the GSPD does not
have to be recomputed; (ii) adsorption in all the sites is due

FIGURE 1. DLA and RLA of 10 000 particles obtained for different
values of F: (A) F ) 1, (B) F ) 0.1, and (C) F ) 0.01 in a two-
dimensional space.

pk ) -Bui,j
η (1)

B ) 1

!ui,j
η

(2)

η ) ηrηTSAηsolηx (3)
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Figure 1: Particle-cluster, Diffusion Limited Aggregation with 10.000 particles
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lie close together (21, 22). GSPD have been computed as
described elsewhere (23, 24) (see Appendix III).

The growth probabilities pk of the cluster surface sites are
computed from the u values obtained by solving the Laplace
equation around the aggregate, which are proportional to
the probability of finding a diffusive particle in the point k,
adjacent to the cluster (eq 1)

where η is amodel parameter and B is a normalization factor

for the summationofui,j forall theadjacent sites to the cluster:

This method for computing the GSPD is identical to those
used for the formationof fractal aggregateswith theDielectric
BreakdownModel (DBM) (23, 24) (Appendix IV). To provide
an example, in Figure 2 are shown the 1000, 5000, and 9000
surface sites with higher aggregation probabilities of the
aggregatedepicted inFigure1A. Due todifferentGSPD, these
surface sites have different aggregation probabilities depend-
ing on the parameter η. The sites with high probabilities are
mainly located in the outer parts of the aggregates (Figure
2A)while lowerpi values areheldby inner surface sites (Figure
2B,C).

The parameter η does not have a generalized physical
meaning but could be due to a nonlinear response to the
local value of the field u (23). However, the parameter η is
very useful for explaining differences in the aggregation
behavior, and in this study, this parameter is related to several
phenomena. For η equal to 1, the aggregate is consistent
with a DLA model, whereas in the case of values of η lower
than 1 the fractal dimensions obtained (24; Appendix I) are
consistent with the RLA model. This suggests that η might
be related to the molecular reactivity of the cluster or the
sorptive capacity of the chemical. Note, that in cases where
η is lower than unity, the growth-probability distribution is
flatter (i.e., the differences between high and low probability
points will be smaller since aggregation may be limited by
reaction), permitting diffusion to the inner zones. In the
case η ) 0, the collision probability will be constant over the
entireaggregate surface. Conversely, thegrowthprobabilities
in the inner parts of the aggregates may be even lower than
those obtained from u when the η value is higher than unity
(i.e., corresponding toGSPDwithgreaterdifferencesbetween
the high and low probability surface sites, see Figure 2).

Furthermore, η is suspected to be related to other
influences. For example, compounds with a largemolecular
size cannot react or associate with all the surface sites due
to steric effects, permitting them to diffuse to inner sites
(assuming pore and cavity sites larger than the molecular
size), leading to a decrease in the value of η. The negative
correlation between molecular size, for example, the total
surface area (TSA) and the solubility logarithm (25), is well
known. Compounds with higher solubilities would tend to
associate with outlier active sites, have a very low tendency
to go inside the aggregate, and therefore have values of η
higher than unity. The different kinds of contributions to η
may be considered as

where ηr, ηTSA, ηsol, and ηx are related to cluster-molecule
reactivity, steric effects, solubility, andanyotherunexplained
effect, respectively. Note that η is alwayspositive,with values
either higher or lower than unity. The values of ηr and ηst are
lower than unity while ηsol is positive and might be assumed
to have values positively correlated with the logarithm of
solubility in order to be consistent with the relationship
between TSA and solubility. Indeed, ηsol contains the
hydrophobic character of the compound, which has been
recognized as aprincipal factor in explaining thepartitioning
of a wide range of organic compounds (25, 26).

AdsorptionModel. Thismodel is based on the Langmuir
adsorption isotherm (27, 28), although some modifications
are considered taking into account the effect of geometry on
the rate of collisions. The assumptions are as follows: (i)
there is no interaction between the adsorbed molecules, this
means that when one molecule adheres, the GSPD does not
have to be recomputed; (ii) adsorption in all the sites is due

FIGURE 1. DLA and RLA of 10 000 particles obtained for different
values of F: (A) F ) 1, (B) F ) 0.1, and (C) F ) 0.01 in a two-
dimensional space.
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Figure 2: Particle-cluster, Reaction Limited Aggregation with 10.000 particles
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Figure 3: Cluster-cluster, Diffusion Limited Aggregation with 250.000 particles
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Smoluchowski equation: Strong simplification.

In particular: No space dependence.

The kernel W has to model all these different situations.

Examples:

1.-Coagulation with size of particles > mean distance between particles:

W (x, y) =
(
x−

1
3 + y−

1
3

)(
x

1
3 + y

1
3

)
x : volume of particles

2.-If the size of particles < mean distance between particles:

W (x, y) =
(

1
x + 1

y

)1
2
(
x

1
3 + y

1
3

)2

For simplicity: W (x, y) = xα yβ + xβ yα, λ = α + β
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Existence and Uniqueness of Solutions.

• Under general conditions on W (continuity, no growth condition) if

f0 ≥ 0,

∫ ∞

0

xf0(x)dx < ∞

there exists a solution f(t, x) ≥ 0 to Smoluchowski equation such that f(0, x) =
f0(x) and, for all t > 0:∫ ∞

0

xf(t, x)dx ≤
∫ ∞

0

xf(0, x)dx.

Spouge 84; Ball, Carr & Penrose 86; Dubovski 86; Stewart 89; Laurençot 00.

• If

∫ ∞

0

(x + xr)f0(x)dx < ∞ for some r > 2 the solution is unique if λ ≤ 1.

Uniqueness may fail if λ > 1 (J. Norris 98).
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The model describes collisions between particles:

−→ Should preserve the total volume:

d

dt

∫ ∞

0
x f(t, x) dx = 0, ∀t > 0. (1)

True for 0 < λ ≤ 1: the (unique) solution is global in
time and satisfies (1).

BUT

If λ > 1 → Gelation in finite time.
8



GELATION ?
For some T ∗ > 0 (gelling time):∫ ∞

0

x f(t, x) dx =
∫ ∞

0

x f(0, x) dx, ∀t ∈ (0, T ∗)

∫ ∞

0

x f(t, x) dx <

∫ ∞

0

x f(0, x) dx, ∀t > T ∗.

Similar to blow up phenomena. Consider for example:

W (x, y) = x y and M2(t) =
∫ ∞

0

x2f(t, x)dx (mean size of particles) :

d

dt
M2(t) = M2

2 (t) and Tblowup = T ∗.
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Questions of Mass

• After T ∗, the solution f has “lost” part of its mass:∫ ∞

0

x f(t, x) dx <

∫ ∞

0

x f(0, x) dx t > T ∗.

• This mass has gone to particles of “infinite size”:

lim
t→T ∗

∫ ∞

0

x2 f(t, x) dx = +∞.

• The mass of the “particles of infinite size”:∫ ∞

0

x f(0, x) dx−
∫ ∞

0

x f(t, x) dx.
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90 W.C.K. Peon, M.D. Haw lAdv. Colloid Interface Sci. 73 (1997) 71-126 
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Fig. 7. Simple picture of space filling or gelation due to fractal growth. In (a) the small 

cluster is substantially smaller than the region within which its unaggregated particles 

were originally contained. In (b) a larger region gives a larger aggregate. In (c) the 

aggregate, whose radius grows quicker than the radius of the region originally contain- 

ing the particles, is now the same size as the original region. In a system filled with 

aggregating regions like this, the clusters begin to contact each other across the 

macroscopic system; a system-spanning cluster, or gel, is formed. Taken from Ref. 1571. 

(a): the small cluster << region where unagregated particles were contained.
(b): larger region gives larger aggregate.
(c): the aggregate is the same size as the original region.
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Figure 1. (Top) Confocal microscope image of a thin slice through a sample in the fluid-cluster
phase (sample A). (Bottom) Image of a sample that has formed a gel (sample D; 21 h). All of the
particles in this image are part of the same cluster. The scale bars represent 10 µm.

routinely checked to ensure accuracy. Each three-dimensional field of view contains between
5000 and 15 000 particles. We estimate that less than ∼0.1% of particles are not detected by
the software. The uncertainty in the particle positions is estimated to be 50 nm [8].

2. Phase behaviour and aggregation kinetics

In this section, we provide descriptions of the final state of the samples as well as the kinetics of
aggregation. Most samples formed colloidal gels. The aggregation is quite slow, presumably
owing to the weak, long-range electrostatic repulsion.

2.1. Phase behaviour

All of the ten samples discussed in this article undergo random aggregation; we do not observe
any crystalline structures. In table 1, we list the samples discussed here along with their
parameters and their final state.

Two samples form a fluid of aggregates of finite size, which we refer to as ‘fluid-cluster’
samples [13, 16], as shown by a typical image in figure 1(a), which is for sample A, with

Figure 4: Confocal microscope image of a thin slice through a sample in
the fluid-cluster phase. Colloidal suspension of polymethylmethacrylate with
polystyrene.
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7584 A D Dinsmore and D A Weitz

Figure 1. (Top) Confocal microscope image of a thin slice through a sample in the fluid-cluster
phase (sample A). (Bottom) Image of a sample that has formed a gel (sample D; 21 h). All of the
particles in this image are part of the same cluster. The scale bars represent 10 µm.

routinely checked to ensure accuracy. Each three-dimensional field of view contains between
5000 and 15 000 particles. We estimate that less than ∼0.1% of particles are not detected by
the software. The uncertainty in the particle positions is estimated to be 50 nm [8].

2. Phase behaviour and aggregation kinetics

In this section, we provide descriptions of the final state of the samples as well as the kinetics of
aggregation. Most samples formed colloidal gels. The aggregation is quite slow, presumably
owing to the weak, long-range electrostatic repulsion.

2.1. Phase behaviour

All of the ten samples discussed in this article undergo random aggregation; we do not observe
any crystalline structures. In table 1, we list the samples discussed here along with their
parameters and their final state.

Two samples form a fluid of aggregates of finite size, which we refer to as ‘fluid-cluster’
samples [13, 16], as shown by a typical image in figure 1(a), which is for sample A, with

Figure 5: Image of a sample that has formed a gel.
(Dinsmore & Weitz J. Phys.: Condens. Matter ’02.)
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THE SOL-GEL TRANSITION IN CHEMICAL GELS
J. E. Martin and D. Adolf; Annu. Rev. Phys. Chem. 1991.

• The incipient gel (that fluid formed just at the sol-gel transition)
is a viscoelastic intermediate between the liquid and solid state.

• Two conceptual frameworks: the kinetic approach, couched in
terms of the Smoluchowski equation, and equilibrium theories, such
as the classical Flory-Stockmayer theory and percolation.

• Equilibrium theories have an advantage, as they provide structural
information about the sol-gel. • The kinetic approach is useful
in distinguishing between the concepts of aggregation and gelation,
both of which are relevant to real gels.

• Much of the experimental data agrees with neither theory...
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J.Stat.M
ech.(2006)P07007

Leaping shampoo and the stable Kaye effect

A BVin

2Rin

2Rout

Vout

Figure 1. The Kaye effect for leaping shampoo. Top row: six snapshots of a shear-
thinning fluid (shampoo) showing the Kaye effect [4]. The images were recorded
with a digital high-speed camera operating at 1000 frames s−1. (1) Formation
of a viscous heap through piling, buckling and coiling at t = 0 ms. (2) Ejection
of a thin streamer of fluid initiates the Kaye effect at t = 30 ms. ((3)–(5)) The
jet rises at t = 70, 160, 280 ms. (6) The outgoing jet disrupts the incoming
jet which leads to its collapse and the end of the Kaye effect at t = 380 ms.
Note that the viscous heap decays at a relatively slow timescale (order 1 s).
See video 3. (A) Inception of the Kaye effect. A streamer slips away from the
viscous heap. One part of the lasso is connected to the viscous heap, therefore it
cannot flow and it will drop onto the bottom surface (see (B)). The other part
of the lasso is directly connected and fed by the incoming streamer and it will
therefore flow ahead. See video 4.

a spoon-like dimple structure, which facilitates the jet to leap forward; see figure 2(A) and
video 7. High-speed imaging, as was used to capture this image, allows for a detailed study
of this fast event, yet the dimple structure is also visible to the unaided eye. In Collyer and
Fischer’s work [5] the steepening trajectory of the outgoing streamer was explained by a
collapse of the heap which flattens, thereby presenting a smaller angle of incidence to the
incident stream and causing the ‘bouncing’ streamer to steepen its trajectory. However,

doi:10.1088/1742-5468/2006/07/P07007 3

Figure 6: shampoo gel
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Solutions after gelation.

What happens after gelation ?

Two different questions:

1.- What happens to the physical system?

2.- What happens to the solutions of the homogeneous Smoluchowski model?

May be related but not always. We consider the second question.

16



Moreover...
In the reduced Smoluchowski model:

what information may we get?

The rate of “gel” formation (≡ - the rate of mass loss):

d

dt

∫ ∞

0

x f(t, x) dx

This depends on an essential way on:

How does f(t, x) behaves for t > T ∗ and x large.

17



Formal asymptotics.

(P.G.J. van Dongen, J. Phys. A, 1987):

If T ∗ < +∞:

• f(t, x) ∼ a(t) x−(3+λ)/2 as x → +∞

• d

dt

∫ ∞

0

x f(x, t)dx ∼ −a2(t)

for all t > T ∗.
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Apriori estimates. (E., S. Mischler & B. Perthame C.M.P. 2002).

If T0 < T ∗ < T1 :

• ∃C∗ > 0, C1 > 0 ;
∫ ∞

0

x f(t, x) dx ≤ C∗
(1 + t)1/λ

,

• ∀R > 0 sup
S>R

∫ T1

T0

(
1
Sτ

∫ S

0

f(t, y) yλ/2+1/2+τ dy

)2

dt ≤ C1,

• ∀R > 0
∫ T1

T0

sup
S>R

(
1
Sτ

∫ S

0

f(t, y) yλ/2+1/2+τ dy

)2

dt ≥ C−1
1 .

If one tries power like functions xθ the only possible:

θ = −3 + λ

2
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A well established conjecture is then:

f(t, x) ∼ a(t) x−(3+λ)/2 (1)

as x → +∞ and for t > T ∗.

We do not prove that conjecture.

What do we do ? Answer to the question:

Is there a solution of the S. equation satisfying (1)
for x large?

20



The function:

F (x) = x−
3+λ

2

satisfies the Smoluchowski equation in a weak sense:

∂F

∂t
=
∫ x/2

0

[
(x− y)λ/2F (x− y)− xλ/2F (x)

]
yλ/2F (y)dy

−F (x)
∫ ∞

x/2

(xy)λ/2F (y)dy.

(Where from now on: W (x, y) = (xy)λ/2, 1 < λ < 2.)
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BUT: x−
3+λ

2 has no finite mass because x1−3+λ
2 6∈ L1

loc[0, 1] since:

λ > 1 =⇒ 1− 3 + λ

2
< −1.

Our purpose: To prove the existence of solutions with finite mass which

behave like x−
3+λ

2 as x >> 1.

To this end:

• We linearise the Smoluchowski equation around F (x) = x−
3+λ

2 .

f(t, x) = x−(3+λ)/2 + g(t, x)

Study the linear semigroup. Obtain precise estimates.
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• Solve the nonlinear Smoluchowski equation with initial data∫ ∞

0

x f0(x)dx < ∞ and f0(x) ∼ x−(3+λ)/2 as x → +∞.

The solution obtained is local (t ∈ (0, T )), and such that:

f(t, x) = a(t) x−(3+λ)/2 + o(x−(3+λ)/2) as x → +∞.

In particular: x2f(x, t) 6∈ L1(1,+∞)

and:
d

dt

∫ ∞

0

x f(t, x) dx ≤ −C a(t)2 ∀t ∈ (0, T ).

f is a solution “after the gelling time”. (T ∗ = 0)
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d

dt

∫ R

0

x f(t, x) dx =
1
2

∫ R

0

x

∫ x

0

W (x− y, y)f(t, y)f(x− y)dydx−

−
∫ R

0

∫ ∞

0

x f(t, x) W (x)W (y)dydx

< −
∫ R

0

∫ ∞

R

W (x)W (y)f(t, x)f(t, y)dydx

∼ −a(t)
∫ R

0

x1+λ/2f(t, x)
∫ ∞

R

y−3/2dydx

= −a(t)
1√
R

∫ R

0

x1+λ/2f(t, x) dx

∼ −a2(t) as R → +∞.
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Fundamental Solutions of the linearized equation.

Theorem.

For all x0 > 0: unique global solution g(t, ·, x0) of linearised equation such that:
x 7→ x3/2 g(t, x, x0) is bounded in R+ and

g(0, x, x0) = δ(x− x0).

Moreover:
g(t, ·, x0) ∈ C∞(R+)

and has the self similar form

g(t, x, x0) =
1
x0

g

(
tx

λ−1
2

0 ,
x

x0
, 1
)

.

Function g(t, ·, 1) can be written as follows:

25



g(t, x, 1) = a1(t) x−(3+λ)/2 + R1(t, x) for x > 2

g(t, x, 1) = a2(t) x−3/2 + R2(t, x) for 0 < x ≤ 2

where a1, a2 ∈ C[0,+∞) have the asymptotics:

a1(t) =

 A1 t−
1

λ−1 +O(t−
1

λ−1−ε) as t → +∞,

A2t
1

λ−1 +O
(
t

1
λ−1+ε′

)
as t → 0

a2(t) =

{
A3t

n1 +O
(
tn1+ε

)
as t → +∞,

A4t
n0 +O

(
tn0+ε′

)
as t → 0,

n1 =
[

1
λ− 1

]
; n0 =

[
1

λ− 1

]
+ 1

ε > 0, ε′ > 0 arbitrarily small.
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Similar problems (& methods) in different contexts:

1. Gas of Bosons.
The kinetic equation involved is the Uehling Uhlenbeck equation:

(U-U)


∂f

∂t
(t, k1) =

∫ ∫
D(k1)

W (k1, k2, k3, k4) q(f)dk3dk4

q (f) = f3f4(1 + f1)(1 + f2)− f1f2(1 + f3)(1 + f4)

fi ≡ f(t, ki), i = 1, 2, 3, 4.

D (k1) ≡ {(k3, k4) : k3 > 0, k4 > 0, k3 + k4 ≥ k1 > 0}

W (k1, k2, k3, k4) =
min

(√
k1,

√
k2,

√
k3,

√
k4

)
√

k1

, k2 = k3 + k4 − k1.

L. W. Nordheim (1928), E. A. Uehling & G. E. Uhlenbeck (1933).
Describes a dilute homogeneous isotropic gas of bosons (in polar coordinates).
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2.-Oscilating thin plate under external low frequency random forcing.

∂n

∂t
(t, p1) =

∑
s1,s2,s3

∫
D(S,p1)

|J |2q(S, f)dp2dp3dp4, (si = ±1)

q(S, f) = n3n4 (n2 + s1n1) + n1n2 (s2n4 + s3n3) , S = (s1, s2, s3);

D (S, p1) : (p2, p3, p4) , pi ∈ R3 such that:

p1 + s1p2 + s2p3 + s3p4 = 0; |p1|2 + s1|p2|2 + s2|p3|2 + s3|p4|2 = 0;

J ≡ J(p1, p2, p3, p4) homogeneous function of degree −2.
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3. Weakly turbulent Langmuir waves (plasmas).
V. E. Zakharov, Sov. Phys. JETP, 1972.

Almost the same equation: q(f) = f3f4(f1 + f2)− f1f2(f3 + f4).

4. Weakly turbulent Kelvin waves.
Kozik & Svistunov, PRL 2004.

In that case the equation is more complicated:

q (f) = f4f5f6(f1f2 + f2f3 + f1f3)− f1f2f3(f4f5 + f5f6 + f4f6),

D (k1) ≡ {(k2, · · · k6) : ki > 0, i = 2, · · · , 6; k1 + k2 + k3 − k4 − k5 − k6 = 0;

ω1 + ω2 + ω3 − ω4 − ω5 − ω6 = 0} ,

ωi = Ck2
i ln

(
1

ξki

)
and W is a homogeneous function of ki, i = 1, · · · , 6.
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In all cases:

• singularity in finite time is “conjectured”.
• explicit singular particular solution with no finite mass.

Some similar examples are considered by V. E. Zakharov and coauthors in their
Weak Turbulence Theory.

They formally study the linear stability of the singular solutions.

A. M. Balk, V. E. Zakharov: Stability of Weak-Turbulence Kolmogorov Spectra,
A. M. S. Translations Series 2, Vol. 182, 1998, 1-81.

Our contribution (on Smoluchowski equation and the U-U equation):

• Precise estimates of the fundamental solutions of the linear problem.
• Application to the nonlinear problem.
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Linearisation of the Coagulation equation.

∂g

∂t
= −2

√
2x(λ−1)/2g(x) + x(λ−1)/2

[∫ 1/2

0

(
(1− y)−3/2 − 1

)
yλ/2g(y)dy +

+
∫ 1

1/2

(
yλ/2g(xy)− g(x)

)
(1− y)−3/2dy −

∫ ∞

1/2

yλ/2g(xy)dy

]
.

We change variables:

G(t, X) = g(t, eX) Ĝ(t, ξ) =
1
2π

∫
R

e−iXξG(t, X)dX

G̃(z, ξ) =
∫ ∞

0

e−tzĜ(t, ξ)dt.
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The Carleman equation.

The equation gives:

zG̃(z, ξ) = G̃

(
z, ξ +

λ− 1
2

i

)
Φ
(

ξ +
λ− 1

2
i

)
+

1√
2π

.

Φ (ξ) =
−2 Γ(1

2) Γ
(
iξ + λ + 1

2

)
Γ (iξ + λ)

; Γ(·) : Gamma function.

Starting from:
∂u

∂t
= P (D)u, for some polynomial P

the same method gives:

zG̃(z, ξ) = G̃(z, ξ) P (ξ) +
1√
2π

.
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Another change of variables in order to apply Wiener-Hopf method:

ζ = T (ξ) ≡ e
4 π

λ−1(ξ−β0i) β0 ∈ R to be fixed

g(z, ζ) = G̃(z, ξ)

ϕ̃(ζ) = Φ(ξ).

the pbm. is then: zg(z, x + i0) = ϕ(x) g(z, x− i0) +
1√
2π

for all x ∈ R+

where, for any x ∈ R+:

g(z, x + i0) = lim
ε→0

g(z, xeiε), g(z, x− i0) = lim
ε→0

g(z, xei(2π−ε))

ϕ(x) = lim
ε→0

ϕ̃(xei(2π−ε)).
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The explicit solution in ζ variable.

g(z, ζ) =
1

(2π)3/2i

ζ
1
8−δ

z

∫ ∞

0

M(z, ζ)
M(z, s + i0)

s−
1
8+δ ds

(s− ζ)

δ > 0: arbitrarily small constant and

M(z, ζ) = exp
[

1
2πi

∫ ∞

0

(ln(−ϕ(s))− ln(−z))
(

1
s− ζ

− 1
s + 1

)
ds

]
Explicit function in terms of the function ϕ.
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The explicit solution in ξ variable.

Ĝ(t, ξ) =
√

2e
4π

λ−1ξ(1
8−δ)

√
πi (λ− 1)

∫
Im y=β0

H(ξ, y) t−
2i(ξ−y)

λ−1 e−
4π

λ−1y(1
8−δ) Γ

(
2i(ξ − y)

λ− 1

)
dy

H(ξ, y) = exp

[
2

(λ− 1)i

∫
Im η=β0+

λ−1
2 −ε

ln
(
− Φ (η)

)
Θ(η − ξ, η − y)dη

]
.

Θ(σ, τ) =
1

1− e−
4π

λ−1σ
− 1

1− e−
4π

λ−1τ
.

The zeros and poles of Φ play an important role.

35



Conditions on G̃

The function G has to be such that∫ 1/2

0

(
(1− y)−3/2 − 1

)
yλ/2g(y)dy +

∫ ∞

1/2

yλ/2g(xy)dy < ∞∫ 1

1/2

(
yλ/2g(xy)− g(x)

)
(1− y)−3/2dy < ∞.

Moreover, Ĝ and G̃ must have inverse transforms.

−→ G̃ has to be analytic in some strip S of the complex plane.

The strip S is determined by Φ:

• its behaviour as |ξ| → ∞,

• its zeros and poles.
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Figure 7: Zeros and poles of the function Φ.
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The solution G(t, X) is given by

G(t, X) =
1√
2π

∫ ∞+bi

−∞+bi

eiXξG̃(t, ξ)dξ, =mb ∈
(

β0, β0 +
λ− 1

2

)
.

The function G̃(t, ·) has singularities at zeros and poles of Φ.

Behaviour of G as X → +∞. Given by the residue of G̃(t, ·) at
ξ = (3 + λ)i/2:

G(t, X) = A1 σ1(t)e−
3+λ

2 X + o(e−
3+λ

2 X) as X → +∞

Behaviour of G as X → −∞. Given by the residue of G̃(t, ·) at ξ = 3i/2:

G(t, X) = A2 σ2(t)e−
3
2X + o(e−

3
2X) as X → −∞
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Regularising effects at X = 0:

Due to the behaviour of Φ as <eξ → ±∞

Φ(ξ) = −
√

2π(1± i)
√
|<eξ|+O

(
1

|ξ|1/2

)
, as <e(ξ) → ±∞.

The function Ĝ(t, ξ) behaves like:

Ĝ(t, ξ) ∼ e−(A(λ)+iB(λ))
√
|ξ| as |<eξ| → ±∞

where A(λ) > 0.
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Another example:

For the Uehling Uhlenbeck equation:

lim
|<eξ|→+∞

Φ(ξ) = −a, a > 0 constant

=⇒ No regularising effect of the linear equation:

g(t, x, 1) = e−a tδ1(x) + · · ·
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Open problems
1.- Global existence or not of these solutions ? Does

f(t, x) ∼ a(t) x−(3+λ)/2, x >> 1 for all t > 0 ?

2.- Long time behaviour of the solutions ?

3.- If f0(x) ∼ x−α with α 6= −(3 + λ)/2 ? (work in progress)

4.- Of course:
if f is a solution of the Smoluchowski equation for which 0 < T∗ < ∞ does the
solution behaves like x−(3+λ)/2 as x >> 1 when t > T ∗ ?
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Further questions
1.-Validity of the Smoluchowski type model after gelation.

May depend on the behaviour of the kernel W (x, y).
W. Wagner, Electronic Journal of Probability ’06.

2.-Non homogeneous equations.

f(t, x, r) density of particles of size x at the point r ∈ R3. Brownian motion of
particles:

∂f

∂t
− d(k) ∆rf = Q(f); d(k) : diffusion coefficient.

42


