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The traditional direction in High Energy Physics — experimental conditions with 
the highest possible degree of simplicity

All particle content and interactions of the Standard Model discovered using this principle  
— greatest success of the reductionistic approach in Physics 

Also very successful — Complex systems with emerging behavior 
[Strongly-coupling many body systems; quantum entanglement with many d.o.f…] 

The region of transition between these two regimes is, however, largely unknown 

QCD — rich dynamical content, with emerging dynamics  
that happens at scales easy to reach in collider experiments

QCD is the only sector of the SM where the exploration of the first levels of 
complexity, built from fundamental interactions at the quantum level, is 

experimentally feasible 



Some of the questions accessible 
with heavy-ion collisions

nucleus A

What is the structure of the initial stages?
 color coherence effects in the small-x partonic wave function
 Fix out-of-equilibrium initial stages with well-controlled theoretical framework

 Is the created medium thermalized? How?
 presence of a hydrodynamical behavior and thermalization time

 what is the mechanism of thermalization in a non-abelian gauge theory?

 What are the properties of the produced medium?
 identify signals to characterize the medium with well-controlled observables

 what are the building blocks and how they organize?
 is it strongly-coupled? quasiparticle description? phases?

Initial State

Final State

 3TAE 2018 - Benasque - Heavy Ions 



Some of the questions accessible 
with heavy-ion collisions

nucleus A

What is the structure of the initial stages?
 color coherence effects in the small-x partonic wave function
 Fix out-of-equilibrium initial stages with well-controlled theoretical framework

 Is the created medium thermalized? How?
 presence of a hydrodynamical behavior and thermalization time

 what is the mechanism of thermalization in a non-abelian gauge theory?

 What are the properties of the produced medium?
 identify signals to characterize the medium with well-controlled observables

 what are the building blocks and how they organize?
 is it strongly-coupled? quasiparticle description? phases?

Initial State

Final State

 3TAE 2018 - Benasque - Heavy Ions 

First ~10 yoctoseconds



Processes with large virtualities will probe the inner part of the nucleons as usual 
— nuclear PDFs — Dilute regime  

At smaller scales, however, the partons are densely packed — Dense regime — 
this regime determines the production of the dense system
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3. Quantitative constraints: reweighting of EPS09

p
s

Figure 3. The preliminary CMS dijet data [11] compared to pre-
dictions with di↵erent PDFs. Figure adapted from [12].

As Figure 3 already indicated, EPS09 agrees with the
CMS data. However, to better understand what kind of
further constraints these data might provide, we invoke the
method of Hessian PDF reweighting [14, 15]: We recall
that the central set of EPS09 corresponds to a minimum of
a certain global �2-function which can be expanded in the
vicinity of the minimum as

�2{a} ⇡ �2
0 +
X

i j

(ai � a0
i )Hi j(a j � a0

j ) = �
2
0 +
X

i

z2
i . (2)

Here, ai denote the fit parameters (the best fit corresponds
to ai = a0

i ) and Hi j is the second-derivative matrix (the
Hessian matrix) which has been diagonalized in the last
step. The central PDF set S 0 corresponds to the origin of
this “z-space” and the PDF error sets S ±k are defined by
zi(S ±k ) = ±

p
��2�ik, where ��2 = 50 for EPS09. If we

were to include a new set of data into our global fit, we
would naturally add its �2-contribution on top of every-
thing else in Eq. (2). Now, as the the PDF error sets are
available we can realize this approximately by defining
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where ydata
i are the new data points with covariance matrix Ci j. We can estimate the theory values yi[ f ] linearly by
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and, in this way, �2
new becomes a quadratic function of the variables zi and it has a well-defined minimum denoted here

by zi = zmin
k . The corresponding set of PDFs f new

i (x,Q2) can be computed by
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2
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After finding the minimum, one can also construct the new error sets similarly as sketched above.

Figure 4. Left-hand panel: The EPS09 nuclear modification RG(x,Q2 = 1.69 GeV2) before and after the reweighting with CMS p+Pb dijet data.
Right-hand panel: As the left-hand panel but giving the dijet data an extra weight of 10.

3

Nuclear PDFs extracted from global fits / DGLAP
 New constraints from the proton-lead runs at the LHC

Excellent description of pPb data — needed as benchmark for QGP effects
 Everything you have learnt with Matteo Cacciari applies here… (with less statistics)

Dilute regime
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Fig. 24 The values of �2

/N

data

from the Baseline fit (red bars) and EPPS16 (green bars) for data in Table 3.
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Fig. 25 Comparison of the EPPS16 nuclear modifications (black central curve with shaded uncertainty bands) with those
from the nCTEC15 analysis [32] (red curves with hatching) at Q

2 = 10GeV2.

line fit gives a very large value but this disagreement
disappears when these data are included in the fit. How-
ever, upon including the new data no obvious conflicts
with the other data sets show up and thus the new
data appear consistent with the old. While it is true
that on average �2/N

data

for the old data grows when
including the new data (and this is mathematically in-
evitable) no disagreements (�2/N

data

� 1) occur. For
the NMC Ca/D data �2/N

data

is somewhat large but,
as can be clearly seen from Fig. 13, there appears to be
large fluctuations in the data (see the two data points
below the EPPS16 error band). While the improvement
in �2/N

data

for the CHORUS data looks smallish in

Fig. 24, for the large amount of data points (824) the
absolute decrease in �2 amounts to 106 units and is
therefore significant.

5.4 Comparison with other nuclear PDFs

In Fig. 25 we compare our EPPS16 results at the scale
Q2 = 10GeV2 with those of the nCTEQ15 analysis [32].
The nCTEQ15 uncertainties are defined by a fixed tol-
erance ��2 = 35, which is similar to our average value
��2 = 52 and in this sense one would expect uncer-
tainty bands of comparable size. The quark PDFs were

[Eskola, Paukkunen, Paakkinen, Salgado 2016]
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Screening leads to non-linear terms. E.g. Balitsky-Kovchegov eqs.

(unintegrated) gluon distributions fitted to HERA data reproduce pp

@�(x, kt)

@ log(x/x0)
⇡ K ⌦ �(x, kt)� �(x, kt)

2

Splitting [BFKL] Merging [restores unitarity]

The baseline: proton collisions

1. Global fits to e+p data at small-x 
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accordingly, the BK equation equation including running coupling corrections (referred to as rcBK
in what follows) reads

∂NF (r, x)

∂ ln(x0/x)
=

∫
d2r1 K

run(r, r1, r2) [NF (r1, x) +NF (r2, x)−NF (r, x)−NF (r1, x)NF (r2, x)] (1)

where r = r1+ r2 (we use the notation v ≡ |v| for two-dimensional vectors throughout the paper)
and Krun is the evolution kernel including running coupling corrections:

Krun(r, r1, r2) =
Nc αs(r2)

2π2

[
1

r21

(
αs(r21)

αs(r22)
− 1

)
+

r2

r21 r
2
2

+
1

r22

(
αs(r22)

αs(r21)
− 1

)]
. (2)

In practical implementaions, the running coupling in Eq. (2) is regularized in the infrared by
freezing it to a constant value αfr = 0.7.

Solving the BK equation is an initial value problems, i.e. it is well defined only after initial
conditions at the initial evolution scale, x0 = 10−2 in the AAMQS fits, and for all values of the the
dipole size r have been provided. This introduces free parameters, ultimately of non-perturbative
origin, to be fitted to data. In the AAMQS rcBK fits to HERA data the initial conditions are
taken in the form

NF (r, x=x0) = 1− exp

[
−
(
r2Q2

s0,proton

)γ

4
ln

(
1

Λ r
+ e

)]
, (3)

where Λ = 0.241 GeV, Q2
s0,proton is the saturation scale at the initial scale x0 and γ is a dimen-

sionless parameter that controls the steepness of the unintegrated gluon distribution for momenta
above the saturation scale kt > Qs0. Both Q2

s0 and γ are fitted to data. Although the the AAMQS
fits clearly favor values γ > 1, they do not uniquely determine its optimal value (and neither do
so the analysis of forward RHIC data performed in [?]). Rather, different pairs of (Q2

s0,proton, γ)-
values that provide comparably good values of χ2/d.o.f ∼ 1 are found, the reason being that they
are correlated with other parameters, as the overall normalization, and also that HERA data is
too inclusive to constrain exclusive features of the proton UGD. In order to account for such un-
certainty, we shall consider two of the AAMQS sets, corresponding to (Q2

s0,proton, γ)=(0.168 GeV2,
1.119) and (0.157 GeV2, 1.101). Additionally we shall also consider the McLerran Venugopalan
(MV) model, which corresponds to Eq. (3) evaluated at γ = 1, since it provides contact with a
model well established theoretically. Besides, it should be noticed that values γ > 1 for the proton
may arise due to higher order in density corrections to the MV model, as recently demonstrated
in [?]. Such corrections are expected to the decrease with increasing atomic number. Therefore
it is conceivable that the dipole nucleus scattering amplitude may be better represented by the
MV model than by initial conditions with γ > 1, an option we shall consider later on (?). The
(Q2

s0,proton, γ)-values we shall considered are shown in Table 1.

Set Q2
s0,proton (GeV2) γ

MV 0.2 1
h 0.168 1.119
h’ 0.157 1.101

Table 1: Summary of the parameters of the three sets for the dipole-proton scattering amplitude con-
sidered in this work

5

Talk by P. Quiroga

2. Extract NP fit parameters

4. Apply gained knowledge in the study of other systems (theory driven extrapolation)

LO kt-factorization: 
dNg

d⇥d2pt
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[Albacete, Dumitru 2011]
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Screening leads to non-linear terms. E.g. Balitsky-Kovchegov eqs.

(unintegrated) gluon distributions fitted to HERA data reproduce pp
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accordingly, the BK equation equation including running coupling corrections (referred to as rcBK
in what follows) reads

∂NF (r, x)

∂ ln(x0/x)
=

∫
d2r1 K

run(r, r1, r2) [NF (r1, x) +NF (r2, x)−NF (r, x)−NF (r1, x)NF (r2, x)] (1)

where r = r1+ r2 (we use the notation v ≡ |v| for two-dimensional vectors throughout the paper)
and Krun is the evolution kernel including running coupling corrections:

Krun(r, r1, r2) =
Nc αs(r2)

2π2
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)
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In practical implementaions, the running coupling in Eq. (2) is regularized in the infrared by
freezing it to a constant value αfr = 0.7.

Solving the BK equation is an initial value problems, i.e. it is well defined only after initial
conditions at the initial evolution scale, x0 = 10−2 in the AAMQS fits, and for all values of the the
dipole size r have been provided. This introduces free parameters, ultimately of non-perturbative
origin, to be fitted to data. In the AAMQS rcBK fits to HERA data the initial conditions are
taken in the form

NF (r, x=x0) = 1− exp

[
−
(
r2Q2

s0,proton

)γ

4
ln

(
1

Λ r
+ e

)]
, (3)

where Λ = 0.241 GeV, Q2
s0,proton is the saturation scale at the initial scale x0 and γ is a dimen-

sionless parameter that controls the steepness of the unintegrated gluon distribution for momenta
above the saturation scale kt > Qs0. Both Q2

s0 and γ are fitted to data. Although the the AAMQS
fits clearly favor values γ > 1, they do not uniquely determine its optimal value (and neither do
so the analysis of forward RHIC data performed in [?]). Rather, different pairs of (Q2

s0,proton, γ)-
values that provide comparably good values of χ2/d.o.f ∼ 1 are found, the reason being that they
are correlated with other parameters, as the overall normalization, and also that HERA data is
too inclusive to constrain exclusive features of the proton UGD. In order to account for such un-
certainty, we shall consider two of the AAMQS sets, corresponding to (Q2

s0,proton, γ)=(0.168 GeV2,
1.119) and (0.157 GeV2, 1.101). Additionally we shall also consider the McLerran Venugopalan
(MV) model, which corresponds to Eq. (3) evaluated at γ = 1, since it provides contact with a
model well established theoretically. Besides, it should be noticed that values γ > 1 for the proton
may arise due to higher order in density corrections to the MV model, as recently demonstrated
in [?]. Such corrections are expected to the decrease with increasing atomic number. Therefore
it is conceivable that the dipole nucleus scattering amplitude may be better represented by the
MV model than by initial conditions with γ > 1, an option we shall consider later on (?). The
(Q2

s0,proton, γ)-values we shall considered are shown in Table 1.

Set Q2
s0,proton (GeV2) γ

MV 0.2 1
h 0.168 1.119
h’ 0.157 1.101

Table 1: Summary of the parameters of the three sets for the dipole-proton scattering amplitude con-
sidered in this work
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Talk by P. Quiroga

2. Extract NP fit parameters

4. Apply gained knowledge in the study of other systems (theory driven extrapolation)

LO kt-factorization: 
dNg
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r )⇤(x1,kt)⇥ ⇤(x2,kt � pt)⇥ FF(Q2
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[Albacete, Dumitru 2011]
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High occupation numbers — can be described by classical colour fields 

[Dμ, Fμν] = Jν
1 + Jν

2

Where             are sources given by the fast modes of the nuclei.Jν
1, Jν

2

Bottom-up thermalization            
Classical fields parallel to beam axis at  
Gluons with transverse momentum  
Gluons radiate a gluon bath 
Interaction with the bath drives the system 
towards equilibration — Effective kinetic theory

τ = 0
τ ∼ 1/Qsat

[Baier, Mueller, Schiff, Son 2001]

 8

Anisotropic “pressure” in the energy momentum tensor at    τ = 0
— out of equilibrium system — 

Hydro indicates (from data) that a very fast thermalization takes place — How?
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Anisotropic “pressure” in the energy momentum tensor at    τ = 0
— out of equilibrium system — 

Hydro indicates (from data) that a very fast thermalization takes place — How?

Work in progress



Most of the theoretical progress in the last years:
 Viscosity corrections
 Fluctuations in initial conditions 

Does not address the question on how thermal equilibrium is reached
 Far from equilibrium initial state needs to equilibrate fast (less than 1fm)
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Remember the Euler eq.

Make a Fourier decomposition
 Elliptic flow is the second component

Page 2

Anisotropies in the initial spacial distributions - geometry - translate into 
anisotropies in the momentum distributions

 Impossible with instantaneous, point-like, interactions unless initial- or final-state correlations

@�

dt
= � c2

✏+ P
rP

✏ = 3P =) @
x

P > @
y

P

Transverse plane 
of the collision
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The golden measurement
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[Policastro, Son, 
Starinets, 2001]

Lowest viscosity known
 “Perfect liquid”: sQGP
 AdS/CFT bound

24

FIG. 18. (Color online) 2- and 4-particle cumulant flow-coefficients, vn{2} and vn{4}, of charged hadrons in
p
sNN = 2.76

TeV Pb+Pb collisions at the LHC (a), and in 200 GeV Au+Au collisions at RHIC (b). The vn{4} results are divided by 2 for
clarity. The dashed lines show the vn calculated with respect to the reaction plane (RP). The data are from ALICE[140, 146]
and STAR [141], and the corresponding pT ranges are indicated.

FIG. 19. (Color online) Correlations of two event-plane angles for charged particles in
p
sNN = 2.76 TeV Pb+Pb collisions at

the LHC, compared with the ATLAS data [132].

the correlations involving  6 are not reproduced. A fur-
ther discussion on how viscosity affects the correlations
is given in the next section.

The ATLAS Collaboration has also measured correla-
tions involving three different event-plane angles [132].

As shown by Fig. 20, these are equivalently well repro-
duced in our framework by the same two parametriza-
tions of ⌘/s as the two event-plane angle correlations
above, but do not provide any further constraints to our
setup so that ⌘/s = 0.20 and ⌘/s = param1 parametriza-

[Niemi, Eskola, Paatelainen 2015]

LHC flow similar to RHIC Well described by hydro

Viscosity from data
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He-Au @ RHIC

Higher harmonics
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Fourier decomposition contains odd harmonics 
[absent in symmetric collisions]
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He-Au @ RHIC

Higher harmonics
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[Gale, Jeon, Schenke]

[ALICE 2011]

January 25, 2013 1:14

HYDRODYNAMIC MODELING OF HEAVY-ION COLLISIONS 17

The additional color charge fluctuations in the IP-Glasma model naturally lead to
negative binomial fluctuations in the event-by-event multiplicity and the correla-
tion length of the fluctuations in the transverse plane is of the order of the inverse
saturation scale 1/Qs as desired.

In Fig. 5 we show a comparison of initial energy densities from an MC-Glauber,
the MC-KLN and the IP-Glasma model using the same distribution of nucleons
in the incoming nuclei. In the MC-Glauber model every wounded nucleon was as-
signed a two dimensional Gaussian energy density with a width of �

0

= 0.4 fm. The
MC-KLN result was obtained using the publicly available code mckln-3.52 [171].
IP-Glasma results are shown for two di↵erent times, ⌧ = 0.01 fm/c and ⌧ = 0.2 fm/c

after Yang-Mills evolution. The evolution smoothens the initially very distinct struc-
tures noticeably. Because of the additional subnucleonic fluctuations, the IP-Glasma
model produces the finest granularity, typically leading to larger fluctuation driven
odd eccentricities [154,155].
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Fig. 5. Comparison of the initial energy density (arbitrary units) produced by the MC-Glauber,
MC-KLN and IP-Glasma models. All events have the same configuration of nucleons and impact
parameter b = 4 fm to emphasize how di↵erent model descriptions a↵ect the structure of the energy
density. The finest structure is obtained in the IP-Glasma model, which includes subnucleonic color
charge fluctuations. Yang-Mills evolution to ⌧ = 0.2 fm/c smoothens this structure before it enters
a hydrodynamic simulation.

Apart from MC-Glauber and CGC based frameworks, there are several parton-
and hadron-cascade models that are being used to determine fluctuating initial
conditions. These are for example UrQMD [135], EPOS [172], and AMPT [173,174],
all using Monte-Carlo techniques to compute initial particle production and then

Odd harmonics are direct measurements of the initial state event-by-event fluctuations

Fourier decomposition contains odd harmonics 
[absent in symmetric collisions]



Physics motivations 
Jet quenching 

Correlation measurements are powerful tools to:  
  Study the mechanism of hadron production  
  Probe the jet-medium interactions in AA 
  Explore the initial conditions and medium properties 

STAR Au+Au 0-10% PHOBOS  Au+Au 0-30% CMS pp 7 TeV 

PRL 104, 062301 (2010) PRC 80 (2009) 64912 

2 Wei Li (MIT)                                       PANIC 2011, Cambridge  

With wider kinematics reach and better precision,  
LHC is ideally suited for correlation studies! 

First seen (2008) in AuAu, STAR @ RHIC.  
Generated lot of discussion

Long-range (in rapidity) angular correlations 
indicates collective phenomena 
By causality it needs to be formed very early 
in the collision

The ridge
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3.1 Associated Yield Distributions versus Df 5

|Dh| = 4.

In relativistic heavy-ion collisions, the anisotropic hydrodynamic expansion of the produced
medium is one possible source of long-range azimuthal correlations, driven by the event-by-
event initial anisotropy of the collision zone [7, 37]. For non-central collisions, these correlations
are dominated by the second-order Fourier component of the |Df| distribution, usually called
elliptic flow or v2. Measurements of dihadron correlations at RHIC have frequently attempted
to subtract or factorize the elliptic flow contribution based on direct v2 measurements, in order
to reveal other features of particle correlations that may provide insight into the interactions
between the jets and the medium. However, recent theoretical developments indicate that
the interplay between initial-state fluctuations and the subsequent hydrodynamic expansion
gives rise to additional Fourier components in the azimuthal particle correlations [25, 26, 38–
42]. These components need to be treated on equal footing with the elliptic flow component.
In particular for the 0–5% most central PbPb collisions, the elliptic flow contribution to the
azimuthal correlations is not expected to be dominant [43]. Therefore, the original unsubtracted
correlation functions are presented in this paper, containing the full information necessary for
the comparison with theoretical calculations.
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Figure 1: Two-dimensional (2-D) per-trigger-particle associated yield of charged hadrons as a
function of |Dh| and |Df| for 4 < ptrig

T < 6 GeV/c and 2 < passoc
T < 4 GeV/c from (a) 0–5% most

central PbPb collisions at psNN = 2.76 TeV, and (b) PYTHIA8 pp MC simulation at
p

s = 2.76 TeV.

3.1 Associated Yield Distributions versus Df

To quantitatively examine the features of short-range and long-range azimuthal correlations,
one dimensional (1-D) Df correlation functions are calculated by averaging the 2-D distribu-
tions over a limited region in Dh from Dhmin to Dhmax:

1
Ntrig

dNpair

dDf
=

1
Dhmax � Dhmin

Z Dhmax

Dhmin

1
Ntrig

d2Npair

dDhdDf
dDh. (5)

The results of extracting the 1-D Df correlations for the 0–5% most central PbPb collisions are
shown in Figs. 2 and 3. The associated yield per trigger particle in the range of 2 < passoc

T <

4 GeV/c is extracted for five different ptrig
T intervals (2–4, 4–6, 6–8, 8–10, and 10–12 GeV/c) and
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Figure 7: 2-D two-particle correlation functions for 7 TeV pp (a) minimum bias events with
pT > 0.1 GeV/c, (b) minimum bias events with 1 < pT < 3 GeV/c, (c) high multiplicity
(Noffline

trk � 110) events with pT > 0.1 GeV/c and (d) high multiplicity (Noffline
trk � 110) events

with 1 < pT < 3 GeV/c. The sharp near-side peak from jet correlations is cut off in order to
better illustrate the structure outside that region.

of particles and, therefore, has a qualitatively similar effect on the shape as the particle pT cut
on minimum bias events (compare Fig. 7b and Fig. 7c). However, it is interesting to note that
a closer inspection of the shallow minimum at Df ⇡ 0 and |Dh| > 2 in high multiplicity pT-
integrated events reveals it to be slightly less pronounced than that in minimum bias collisions.

Moving to the intermediate pT range in high multiplicity events shown in Fig. 7d, an unex-
pected effect is observed in the data. A clear and significant “ridge”-like structure emerges
at Df ⇡ 0 extending to |Dh| of at least 4 units. This is a novel feature of the data which has
never been seen in two-particle correlation functions in pp or pp̄ collisions. Simulations using
MC models do not predict such an effect. An identical analysis of high multiplicity events in
PYTHIA8 [34] results in correlation functions which do not exhibit the extended ridge at Df ⇡0
seen in Fig. 7d, while all other structures of the correlation function are qualitatively repro-
duced. PYTHIA8 was used to compare to these data since it produces more high multiplicity
events than PYTHIA6 in the D6T tune . Several other PYTHIA tunes, as well as HERWIG++ [30]
and Madgraph [35] events were also investigated. No evidence for near-side correlations cor-
responding to those seen in data was found.

The novel structure in the high multiplicity pp data is reminiscent of correlations seen in rel-
ativistic heavy ion data. In the latter case, the observed long-range correlations are generally

4 5 Results

|h| < 1 region for pT > 0.6 GeV/c. For the multiplicity range studied here, little or no depen-
dence of the tracking efficiency on multiplicity is found and the rate of misreconstructed tracks
remains at the 1–2% level.

Simulations of pp, pPb and peripheral PbPb collisions using the PYTHIA, HIJING and HYDJET
event generators, respectively, yield efficiency correction factors that vary due to the different
kinematic and mass distributions for the particles produced in these generators. Applying
the resulting correction factors from one of the generators to simulated data from one of the
others gives associated yield distributions that agree within 5%. Systematic uncertainties due
to track quality cuts and potential contributions from secondary particles (including those from
weak decays) are examined by loosening or tightening the track selections on dz/s(dz) and
dT/s(dT) from 2 to 5. The associated yields are found to be insensitive to these track selections
within 2%.
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Figure 1: 2-D two-particle correlation functions for 5.02 TeV pPb collisions for pairs of charged
particles with 1 < pT < 3 GeV/c. Results are shown (a) for low-multiplicity events (Noffline

trk <
35) and (b) for a high-multiplicity selection (Noffline

trk � 110). The sharp near-side peaks from jet
correlations have been truncated to better illustrate the structure outside that region.

5 Results

Figure 1 compares 2-D two-particle correlation functions for events with low (a) and high (b)
multiplicity, for pairs of charged particles with 1 < pT < 3 GeV/c. For the low-multiplicity
selection (Noffline

trk < 35), the dominant features are the correlation peak near (Dh, Df) = (0, 0)
for pairs of particles originating from the same jet and the elongated structure at Df ⇡ p for
pairs of particles from back-to-back jets. To better illustrate the full correlation structure, the jet
peak has been truncated. High-multiplicity events (Noffline

trk � 110) also show the same-side jet
peak and back-to-back correlation structures. However, in addition, a pronounced “ridge”-like
structure emerges at Df ⇡ 0 extending to |Dh| of at least 4 units. This observed structure is
similar to that seen in high-multiplicity pp collision data at

p
s = 7 TeV [17] and in AA collisions

over a wide range of energies [3–10].

As a cross-check, correlation functions were also generated for tracks paired with ECAL pho-
tons, which originate primarily from decays of p0s, and for pairs of ECAL photons. These
distributions showed similar features as those seen in Fig. 1, in particular the ridge-like corre-
lation for high multiplicity events.

high multiplicity pp high multiplicity pPb everywhere in PbPb

The ridge
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the interplay between initial-state fluctuations and the subsequent hydrodynamic expansion
gives rise to additional Fourier components in the azimuthal particle correlations [25, 26, 38–
42]. These components need to be treated on equal footing with the elliptic flow component.
In particular for the 0–5% most central PbPb collisions, the elliptic flow contribution to the
azimuthal correlations is not expected to be dominant [43]. Therefore, the original unsubtracted
correlation functions are presented in this paper, containing the full information necessary for
the comparison with theoretical calculations.
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Figure 1: Two-dimensional (2-D) per-trigger-particle associated yield of charged hadrons as a
function of |Dh| and |Df| for 4 < ptrig

T < 6 GeV/c and 2 < passoc
T < 4 GeV/c from (a) 0–5% most

central PbPb collisions at psNN = 2.76 TeV, and (b) PYTHIA8 pp MC simulation at
p

s = 2.76 TeV.

3.1 Associated Yield Distributions versus Df

To quantitatively examine the features of short-range and long-range azimuthal correlations,
one dimensional (1-D) Df correlation functions are calculated by averaging the 2-D distribu-
tions over a limited region in Dh from Dhmin to Dhmax:

1
Ntrig

dNpair

dDf
=

1
Dhmax � Dhmin

Z Dhmax

Dhmin

1
Ntrig

d2Npair

dDhdDf
dDh. (5)

The results of extracting the 1-D Df correlations for the 0–5% most central PbPb collisions are
shown in Figs. 2 and 3. The associated yield per trigger particle in the range of 2 < passoc

T <

4 GeV/c is extracted for five different ptrig
T intervals (2–4, 4–6, 6–8, 8–10, and 10–12 GeV/c) and
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Figure 7: 2-D two-particle correlation functions for 7 TeV pp (a) minimum bias events with
pT > 0.1 GeV/c, (b) minimum bias events with 1 < pT < 3 GeV/c, (c) high multiplicity
(Noffline

trk � 110) events with pT > 0.1 GeV/c and (d) high multiplicity (Noffline
trk � 110) events

with 1 < pT < 3 GeV/c. The sharp near-side peak from jet correlations is cut off in order to
better illustrate the structure outside that region.

of particles and, therefore, has a qualitatively similar effect on the shape as the particle pT cut
on minimum bias events (compare Fig. 7b and Fig. 7c). However, it is interesting to note that
a closer inspection of the shallow minimum at Df ⇡ 0 and |Dh| > 2 in high multiplicity pT-
integrated events reveals it to be slightly less pronounced than that in minimum bias collisions.

Moving to the intermediate pT range in high multiplicity events shown in Fig. 7d, an unex-
pected effect is observed in the data. A clear and significant “ridge”-like structure emerges
at Df ⇡ 0 extending to |Dh| of at least 4 units. This is a novel feature of the data which has
never been seen in two-particle correlation functions in pp or pp̄ collisions. Simulations using
MC models do not predict such an effect. An identical analysis of high multiplicity events in
PYTHIA8 [34] results in correlation functions which do not exhibit the extended ridge at Df ⇡0
seen in Fig. 7d, while all other structures of the correlation function are qualitatively repro-
duced. PYTHIA8 was used to compare to these data since it produces more high multiplicity
events than PYTHIA6 in the D6T tune . Several other PYTHIA tunes, as well as HERWIG++ [30]
and Madgraph [35] events were also investigated. No evidence for near-side correlations cor-
responding to those seen in data was found.

The novel structure in the high multiplicity pp data is reminiscent of correlations seen in rel-
ativistic heavy ion data. In the latter case, the observed long-range correlations are generally

4 5 Results

|h| < 1 region for pT > 0.6 GeV/c. For the multiplicity range studied here, little or no depen-
dence of the tracking efficiency on multiplicity is found and the rate of misreconstructed tracks
remains at the 1–2% level.

Simulations of pp, pPb and peripheral PbPb collisions using the PYTHIA, HIJING and HYDJET
event generators, respectively, yield efficiency correction factors that vary due to the different
kinematic and mass distributions for the particles produced in these generators. Applying
the resulting correction factors from one of the generators to simulated data from one of the
others gives associated yield distributions that agree within 5%. Systematic uncertainties due
to track quality cuts and potential contributions from secondary particles (including those from
weak decays) are examined by loosening or tightening the track selections on dz/s(dz) and
dT/s(dT) from 2 to 5. The associated yields are found to be insensitive to these track selections
within 2%.
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Figure 1: 2-D two-particle correlation functions for 5.02 TeV pPb collisions for pairs of charged
particles with 1 < pT < 3 GeV/c. Results are shown (a) for low-multiplicity events (Noffline

trk <
35) and (b) for a high-multiplicity selection (Noffline

trk � 110). The sharp near-side peaks from jet
correlations have been truncated to better illustrate the structure outside that region.

5 Results

Figure 1 compares 2-D two-particle correlation functions for events with low (a) and high (b)
multiplicity, for pairs of charged particles with 1 < pT < 3 GeV/c. For the low-multiplicity
selection (Noffline

trk < 35), the dominant features are the correlation peak near (Dh, Df) = (0, 0)
for pairs of particles originating from the same jet and the elongated structure at Df ⇡ p for
pairs of particles from back-to-back jets. To better illustrate the full correlation structure, the jet
peak has been truncated. High-multiplicity events (Noffline

trk � 110) also show the same-side jet
peak and back-to-back correlation structures. However, in addition, a pronounced “ridge”-like
structure emerges at Df ⇡ 0 extending to |Dh| of at least 4 units. This observed structure is
similar to that seen in high-multiplicity pp collision data at

p
s = 7 TeV [17] and in AA collisions

over a wide range of energies [3–10].

As a cross-check, correlation functions were also generated for tracks paired with ECAL pho-
tons, which originate primarily from decays of p0s, and for pairs of ECAL photons. These
distributions showed similar features as those seen in Fig. 1, in particular the ridge-like corre-
lation for high multiplicity events.

high multiplicity pp high multiplicity pPb everywhere in PbPb

The ridge
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Collectivity in (high multiplicity) 
pp and pPb???
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Hard Probes

Nuclear PDFs Hadronization
      paradigmatic exampleJ/ 

�

AB!h = f

i
A(x1, Q

2)⌦ f

j
B(x2, Q

2)⌦ �(ij ! k)⌦Dk!h(z, Q

2)

 Long distance terms modified by the presence of medium
 Nuclear PDFs and new (non-linear) evolution equations (explained before) 
 Modification of hadronization probes the medium properties 
 EW processes (no hadronization) used as benchmark

Several different probes in the final state, 
I will only concentrate on two of them 

within the hard sector
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 Simple intuitive picture [Matsui & Satz 1986] 
 Potential screened at high-T 
 Bound states not possible 
 Suppression of J/Psi in nuclear collisions 
 Sequential suppression of excited states
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Figure 4: Spectral functions ρ(ω), normalised with the heavy quark mass, in
the vector (Υ) channel (upper panel) and in the pseudoscalar (ηb) channel (lower
panel) for all temperature available. The subpanels are ordered from cold (top
left) to hot (bottom right). Every subpanel contains two adjacent temperatures
to facilitate the comparison.

our case. The temperature dependence of the width is shown in Fig. 5 (bottom
panel). Note that the width is normalised with the temperature. The error bars
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Interpretation of the data traditionally difficult - lot of progress in the last few years

[Ding, et al. 2012]

[A
arts et al. 2011]

Ágnes Mócsy: Potential Models for Quarkonia 5

Fig. 5. The QGP thermometer.

In principle, a state is dissociated when no peak struc-
ture is seen, but the widths shown in spectral functions
from current potential model calculations are not physi-
cal. Broadening of states as the temperature increases is
not included in any of these models. At which T the peak
structure disappears then? In [27] we argue that no need
to reach Ebin = 0 to dissociate, but when Ebin < T a state
is weakly bound and thermal fluctuations can destroy it.
Let us quantify this statement.

Due to the uncertainty in the potential we cannot de-
termine the binding energy exactly, but we can never-
theless set an upper limit for it [27]: We can determine
Ebin with the most confining potential that is still within
the allowed ranges by lattice data on free energies. For
the most confining potential the distance where deviation
from T = 0 potential starts is pushed to large distances
so it coincides with the distance where screening sets in
[12]. From Ebin we can then estimate, following [28], the
quarkonium dissociation rate due to thermal activation,
obtaining this way the thermal width of a state Γ (T ).
At temperatures where the width, that is the inverse of
the decay time, is greater than the binding energy, that is
the inverse of the binding time, the state will likely to be
dissociated. In other words, a state would melt before it
binds. For example, already close to Tc the J/ψ would melt
before it would have time to bind. To quantify the dissoci-
ation condition we have set a more conservative condition
for dissociation: 2Ebin(T ) < Γ (T ). The result for differ-
ent charmonium and bottomonium states is shown in the
thermometer of figure 5. Note, that all these numbers are
to be though of as upper limits.

In summary, potential models utilizing a set of poten-
tials between the lower and upper limit constrained by
lattice free energy lattice data yield agreement with lat-
tice data on correlators in all quarkonium channels. Due
to this indistinguishability of potentials by the data the

precise quarkonium properties cannot be determined this
way, but the upper limit can be estimated. The decrease
in binding energies with increasing temperature, observed
in all the potential models on the market, can yield sig-
nificant broadening, not accounted for in the currently
shown spectral functions from these models. The upper
limit estimated using the confining potential predicts that
all bound states melt by 1.3Tc, except the Upsilon, which
survives until 2Tc. The large threshold enhancement above
free propagation seen in the spectral functions even at high
temperatures, again observed in all the potential models
on the market, compensates for melting of states (yielding
flat correlators), and indicates that correlation between
quark and antiquark persists. Lattice results are thus con-
sistent with quarkonium melting.

And What’s Next?

Implications of the QGP thermometer of figure 5 for heavy
ion collisions should be considered by phenomenological
studies. This can have consequences for the understanding
of the RAAmeasurements, since now the Jψ should melt
at SPS and RHIC energies as well. The thermometer also
suggests that the Υ will be suppressed at the LHC, and
that centrality dependence of this can reveal whether this
happens already at RHIC. So measurements of the Υ can
be an interesting probe of matter at RHIC as well as at
the LHC.

The exact determination of quarkonium properties the
future is in the effective field theories from QCD at finite
T. First works on this already appeared [14] and both real
and imaginary parts of the potential have been derived
in certain limits. In these works there is indication that
most likely charmonium states dissolve in QGP due ther-
mal effects, such as activation to octet states, screening,
Landau-damping.

The correlations of heavy-quark pairs that is embedded
in the threshold enhancement should be taken seriously
and its consequences, such as possible non-statistical re-
combination taken into account in dynamic models that
attempt the interpretation of experimental data [24].

All of the above discussion is for an isotropic medium.
Recently, the effect of anisotropic plasma has been con-
sidered [29]. Accordingly, quarkonium might be stronger
bound in an anisotropic medium, especially if it is aligned
along the anisotropy of the medium (beam direction).
Qualitative consequences of these are considered in an up-
coming publication [30]. Also, all of the above discussion
refers to quarkonium at rest. Finite momentum calcula-
tions are under investigation. It is expected that a moving
quarkonium dissociates faster.
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Quarkonia probe initial temperature  

Suppression ordered  
by binding energy  

12 

PRL107 (2011) 052302, JHEP 05 (2012) 063 
PRL109 (2012) 222301, CMS-PAS-HIN-12-014 
CMS-PAS-HIN-12-007,  CMS-PAS-HIN-12-001 
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Upsilon suppression
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Suppression ordered by binding energy 
 Quarkonia as a termometer — abundant data (not shown) from all LHC 

experiments 



ψ(2S) production in p-Pb

àNew results on ψ(2S) 
confirm stronger 
suppression w.r.t. to J/ψ in 
the Pb-going direction.

àFinal state effects are 
needed to reproduce the 
ψ(2S) suppression. 

àStill problems for a 
quantitative description of 
the data.

41

B. Paul, Wed 16:50
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Remember small systems?
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Larger suppression for excited than for ground state 
charmonia in pPb



Jet quenching

What are the effects of a medium 

in the jet evolution?
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Matteo Cacciari’s lectures
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4 

How to measure if a probe is affected by the medium? 

RAA = ratio between the production yield in PbPb and the production yield in pp, 
normalized by the number elementary collisions  

RAA = σpp × TAA 

NAA 

TAA= overlap nuclear function 
Estimated with Glauber model 
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Jet RAA

Larger jet suppression for central than peripheral events.
Full jet energy is not captured in heavy ion events for jets with radii R=0.2 and 0.3.

R=0.3R=0.2
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Reconstructed jets I
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12 6 Summary
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Figure 8: Inclusive jet RAA as a function of the jet pT, for anti-kT jets with distance parameters
R = 0.2 (red stars), 0.3 (black diamonds), and 0.4 (blue crosses) for different centrality bins. The
vertical bars (smaller than the markers) indicate the statistical uncertainty and the systematic
uncertainty is represented by the bounds of the dotted, solid, and dashed horizontal lines. The
uncertainty boxes at unity represent the TAA and luminosity uncertainty.
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Reconstructed jets are suppressed — they lose energy

[CMS2017]



Dijets in PbPb - asymmetry in central collisions  

PLB 712 (2012) 176 

D. Krofcheck ICHEP, Melbourne Dijet Imbalance in 2.76 TeV PbPb Collisions 9 
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Reconstructed jets II
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Energy imbalance

Energy appears at 
Large angle with 

soft particles
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Reconstructed jets III
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Figure 6: Ratios of D(z) for six bins in collision centrality to those in peripheral (60–80%) collisions, D(z)|cent/D(z)|60�80,
for R = 0.4 jets. The error bars on the data points indicate statistical uncertainties while the yellow shaded bands indicate
systematic uncertainties.
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Figure 6: Ratios of D(z) for six bins in collision centrality to those in peripheral (60–80%) collisions, D(z)|cent/D(z)|60�80,
for R = 0.4 jets. The error bars on the data points indicate statistical uncertainties while the yellow shaded bands indicate
systematic uncertainties.
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Figure 7: Ratios of unfolded D(pT) distributions for six bins in collision centrality to those in peripheral (60–80%) collisions,
D(pT)|cent/D(pT)|60�80, for R = 0.4 jets. The error bars on the data points indicate statistical uncertainties while the yellow
shaded bands indicate systematic uncertainties.
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related underlying event, the samples generated with JEWEL and Q-PYTHIA are embedded in a
simulated thermal background with particle momenta following a Maxwell-Boltzmann distri-
bution [44] with an average pT of 1.2 GeV and an average energy density corresponding to that
from events in the 0–10% centrality class in PbPb data.

3 Jet reconstruction

Offline particle candidates are reconstructed with the PF algorithm. This algorithm aims to re-
construct and identify each individual particle (PF candidate) using an optimized combination
of information from various elements of the CMS detector. For this analysis, the PF candidates
are treated as massless. Jets are clustered from PF candidates using the anti-kT algorithm with
a distance parameter of 0.4. Only jets with pjet

T > 140 GeV and |hjet| < 1.3 are included in the
analysis due to the trigger.

In PbPb collisions, the constituents of the jet are corrected for the UE contribution using the
“constituent subtraction” algorithm [45]. This algorithm uses a particle-level approach that
removes or corrects jet constituents for the uncorrelated background based on the average UE
density in a given h region. This particle-by-particle subtraction allows the correction of both
the four-momentum of the jet and its substructure. A more detailed description of this method
can be found in Ref. [26].

The energy of reconstructed jets is corrected to the particle level with the corrections derived
from simulation and applied to the reconstructed jets in pp and PbPb collisions. Additional
corrections for the mismodeling of the detector response are also applied [46, 47].

4 Groomed jet mass

Jet grooming isolates the hard sub-components of a jet and removes soft and wide-angle radi-
ation, thereby highlighting jet substructure features. This procedure can be used to isolate a
hard splitting in the parton shower evolution. The soft components of a jet can originate from
many sources, including uncorrelated UE, initial state radiation, other uncorrelated hard scat-
tering in the collision, or soft gluons radiated by the hard parton which initiated the jet. The
SD jet grooming algorithm is used to extract the hard structure of jets, which is sensitive to the
impact of parton-medium interactions during the jet evolution. With this grooming technique,
the hard and soft parts of the jets can be separated in a completely theoretically controlled
way [20, 21, 48–51]. The procedure starts with a jet and reclusters the constituents with the
Cambridge–Aachen algorithm [52] to form an angular-ordered structure. A recursive pairwise
declustering step is then performed. In each step during the grooming procedure, the softer
leg of the considered subjet pair is dropped if the SD condition is not satisfied, resulting in a
smaller groomed pT than that of the original jet. The SD condition is the following [21]:

zg =
min(pT,i, pT,j)

pT,i + pT,j
> zcut

✓DRij

R0

◆b

, (1)

where the subscripts “i” and “j” indicate the subjets at that step of the declustering, DRij is
the distance between the two subjets in the h � f plane, R0 is the jet resolution parameter, and
zcut and b are adjustable parameters. The parameter zcut is the threshold for zg when the two
subjets are separated by the jet resolution parameter R0, and b controls the grooming profile as
a function of subjet separation DRij. When b = 0, the SD grooming threshold is independent
of DRij, and the grooming procedure is equivalent to the modified mass–drop tagger [20]. The

soft drop: recluster the jet with Cambridge-
Aachen then go through the constituents and 

exclude the softer leg unless

Larkoski et al. 1402.2657

ALI-PREL-155677

vNo	enhancement	in	the	number	of	splittings	passing	Soft	Drop	in	medium

vRather:	enhancement	in	number	of	untagged	jets;	trend	to	lower	nSD

v Contrast	to	expectations	from	correlated	medium	response	or	coherent	
collinear	emissions

Recursive Splittings

12Harry	Andrews	|	Quark	Matter	2018,	Venice,	Italy|	13-19	May	2018	|	ALICE

nSD: number of splittings which satisfy the 
soft drop condition

Harry Andrews, Tuesday
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related underlying event, the samples generated with JEWEL and Q-PYTHIA are embedded in a
simulated thermal background with particle momenta following a Maxwell-Boltzmann distri-
bution [44] with an average pT of 1.2 GeV and an average energy density corresponding to that
from events in the 0–10% centrality class in PbPb data.

3 Jet reconstruction

Offline particle candidates are reconstructed with the PF algorithm. This algorithm aims to re-
construct and identify each individual particle (PF candidate) using an optimized combination
of information from various elements of the CMS detector. For this analysis, the PF candidates
are treated as massless. Jets are clustered from PF candidates using the anti-kT algorithm with
a distance parameter of 0.4. Only jets with pjet

T > 140 GeV and |hjet| < 1.3 are included in the
analysis due to the trigger.

In PbPb collisions, the constituents of the jet are corrected for the UE contribution using the
“constituent subtraction” algorithm [45]. This algorithm uses a particle-level approach that
removes or corrects jet constituents for the uncorrelated background based on the average UE
density in a given h region. This particle-by-particle subtraction allows the correction of both
the four-momentum of the jet and its substructure. A more detailed description of this method
can be found in Ref. [26].

The energy of reconstructed jets is corrected to the particle level with the corrections derived
from simulation and applied to the reconstructed jets in pp and PbPb collisions. Additional
corrections for the mismodeling of the detector response are also applied [46, 47].

4 Groomed jet mass

Jet grooming isolates the hard sub-components of a jet and removes soft and wide-angle radi-
ation, thereby highlighting jet substructure features. This procedure can be used to isolate a
hard splitting in the parton shower evolution. The soft components of a jet can originate from
many sources, including uncorrelated UE, initial state radiation, other uncorrelated hard scat-
tering in the collision, or soft gluons radiated by the hard parton which initiated the jet. The
SD jet grooming algorithm is used to extract the hard structure of jets, which is sensitive to the
impact of parton-medium interactions during the jet evolution. With this grooming technique,
the hard and soft parts of the jets can be separated in a completely theoretically controlled
way [20, 21, 48–51]. The procedure starts with a jet and reclusters the constituents with the
Cambridge–Aachen algorithm [52] to form an angular-ordered structure. A recursive pairwise
declustering step is then performed. In each step during the grooming procedure, the softer
leg of the considered subjet pair is dropped if the SD condition is not satisfied, resulting in a
smaller groomed pT than that of the original jet. The SD condition is the following [21]:

zg =
min(pT,i, pT,j)

pT,i + pT,j
> zcut

✓DRij

R0

◆b

, (1)

where the subscripts “i” and “j” indicate the subjets at that step of the declustering, DRij is
the distance between the two subjets in the h � f plane, R0 is the jet resolution parameter, and
zcut and b are adjustable parameters. The parameter zcut is the threshold for zg when the two
subjets are separated by the jet resolution parameter R0, and b controls the grooming profile as
a function of subjet separation DRij. When b = 0, the SD grooming threshold is independent
of DRij, and the grooming procedure is equivalent to the modified mass–drop tagger [20]. The
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Figure 3: (left) The centrality dependence of Mg/pjet
T , for PbPb events with 160 < pjet

T <
180 GeV for the (0.1, 0.0) SD setting. Results are compared to the smeared pp spectra. (right)
The ratio of PbPb data over smeared pp data. The heights of the vertical lines (colored boxes)
indicate statistical (systematic) uncertainties. Statistical uncertainties are less than the marker
sizes in most bins.
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Figure 4: (left) The centrality dependence of Mg/pjet
T , for PbPb events with 160 < pjet

T <
180 GeV for the (0.5, 1.5) SD setting. Results are compared to the smeared pp spectra. (right)
The ratio of PbPb data over smeared pp data. The heights of the vertical lines (colored boxes)
indicate statistical (systematic) uncertainties. Statistical uncertainties are less than the marker
sizes in most bins.

As a consequence of the stronger grooming at large subjet opening angles, the result for the
(0.5, 1.5) SD setting probes potential modification of the core of the jet. On the contrary, in the
(0.1, 0.0) SD setting the grooming strength does not depend on the subjet opening angle and
therefore is sensitive to both the core and peripheral modifications. The comparison shows

exclude jet if final 2 subjets 
are at ΔR12 < 0.1 

(30%) 

calculate mass from these 
two subjets

1805.05145 Yi Chen, Wendnesday
Jet grooming with soft drop

New jet substructure 
techniques used in HIC

And much more….
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Lessons from experimental data on jet reconstruction
  Suppression similar to inclusive hadrons for similar pT  
  Fragmentation functions are mildly modified - more in soft 
  Jet shapes have mild modifications 
  Azimuthal decorrelation of di-jets as in proton-proton 
  Energy taken by soft particles at large angles

Page 3
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Jet collimation
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[Casalderrey-Solana, Milhano, Wiedemann 2011]
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 The medium color-rotates the antenna which eventually looses color coherence
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Coherence and decoherence

TAE 2018 - Benasque - Heavy Ions 



The parton shower is composed of un-modified subjets (vacuum-like) 
 With a typical radius given by the medium scale  
 For medium-induced radiation each subject is one single emitter

 28

A new picture of jet quenching
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Color coherent sub-jets provide the organizational principle for the in-medium cascade
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Jet quenching in pPb??
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Gunther	Roland QM’17		Student	DayThe	Evolution	of	Jets	as	QGP	Probes 21

NEVER skip taking high quality 
reference data for any physics 
topic you actually care about

pPb jet spectra, hadron spectra and 
jet FF are internally consistent 

Tension in interpolated “pp” 
references

QM’15 Flashback: Charged Hadron RpPb
CMS 2013

QGP-like effects observed in small systems (pp & pPb) 
Hydro behavior 
Strangeness enhancement [not shown here, see ALICE: Nature Phys. 13 (2017) 
535-539] 
Quarkonia suppression

Is there also jet quenching in small systems

No sign of jet quenching in present data [also other not shown here]



Can we more directly measure the space-time development  
of the medium with jet observables? - including late times

Switch-off the cascade  
for some time Use color-singlet configurations

Boosted tops  
a possibility

Main limitation: very rare - high statistics needed (HL-LHC & FCC)

A yoctosecond chronometer

 30TAE 2018 - Benasque - Heavy Ions 

[Apolinario, Milhano, Salam, Salgado 2018]



Conclusions - lecture 2
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Heavy-ion collisions to explore the first levels of complexity in the SM

>20 years program — a hot and dense QCD system created in AA collisions 
— small viscosity: a perfect liquid

We know that the hot system is created, but how?
What is the mechanism that so efficiently (less than 10ys) drives the system 
towards equilibrium 
Is there thermalization in small systems? (pp & pPb) typical size ~1fm or 3ys 
If there is thermalization, why there is no effect in jet quenching?

Possibility to collide smaller ions at the LHC (XeXe this year in a pilot run). 
Main advantage — large gain in integrated luminosity for hard processes

Lot of new experimental tools available to explore the first 10ys of the collision


