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Flavour physics and lepton universality
• Flavour physics is the study of the different generations of fermions. 

• In the SM these different generations interact in a very specific way. 

• The generations of quarks interact via the CKM matrix 

• The generations of the charged leptons are identical copies of 
each other with regards to their electroweak couplings.
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• Of course, one could say that we have already seen violation of 
lepton universality.
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Lepton universality
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• Differences due to masses can be large.

Lepton universality
oIn SM, charged lepton flavors are identical copies of one another

◦ Electroweak couplings forced to be the same for all three generations by 
construction, only masses are different

◦ Amplitudes for processes involving 𝑒, 𝜇, 𝜏 must all be identical up to effects 
depending on lepton mass (which can be large!)
◦ Examples:

◦ ℬ 𝑍 → 𝑒+𝑒− = ℬ 𝑍 → 𝜇+𝜇− = ℬ 𝑍 → 𝜏+𝜏−

◦ ℬ 𝜓(2𝑆) → 𝑒+𝑒− = ℬ 𝜓(2𝑆) → 𝜇+𝜇− = ℬ 𝜓 2𝑆 → 𝜏+𝜏− /0.3885

o->Observation of violations of lepton universality would be a clear sign for 
physics beyond the standard model
◦ Searches have been underway for violations in a number of different systems

◦ 𝑍 → ℓℓ,𝑊 → ℓ𝜈, 𝜏 → ℓ𝜈  𝜈, 𝜋 → ℓ𝜈, etc...
◦ Recent interest generated by LHCb in 𝑏 → 𝑠ℓℓ channels:

◦ ℬ 𝐵+→𝐾+𝜇+𝜇−

ℬ 𝐵+→𝐾+𝑒+𝑒−
(1 ≤ 𝑞2 ≤ 6 𝐺𝑒𝑉2) = 0.745−0.074+0.090 ± 0.036 PRL 113 1510601 (2014)

◦ No definitive deviations observed yet
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We have searched for violations of lepton universality in various systems (Z, 
W, π decays ..), no evidence so far*.

* Apart from a small tension in W decays (e.g. https://arxiv.org/abs/1603.03779)

JHEP 08 (2016) 045

https://arxiv.org/abs/1603.03779
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Why look in B decays
• If one assumes O(1) couplings, can get large NP 

contributions to mixing diagrams.
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• Unfortunately, no deviations from SM 
predictions have been observed —> 
very stringent limits on the energy 
scale of NP.

8"8"

B-physics becomes most powerful in this case.

Need hierarchal flavour 
structure in order to 
satisfy naturalness 

problem. 
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An example
• Consider the decay  

• Mediated by a W boson coupling to third 
generation fermions at both vertices. 

• Highly sensitive to a charged Higgs 
boson. 

• In which case, expect violation of lepton 
universality for decays involving a 𝜏 or 
muon  

• Can naturally explain why we wouldn't have 
seen it before in e.g. kaon decays. 

• Can find it even if mass > LHC energy.
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We present the first evidence of the decay B! ! !! !"!, using 414 fb!1 of data collected at the ""4S#
resonance with the Belle detector at the KEKB asymmetric-energy e$e! collider. Events are tagged by
fully reconstructing one of the B mesons in hadronic modes. We detect the signal with a significance of
3.5 standard deviations including systematics and measure the branching fraction to be B"B! ! !! !"!# %
"1:79$0:56

!0:49"stat#$0:46
!0:51"syst## & 10!4. This implies that fB % 0:229$0:036

!0:031"stat#$0:034
!0:037"syst# GeV and is the

first direct measurement of this quantity.

DOI: 10.1103/PhysRevLett.97.251802 PACS numbers: 13.20.He, 13.25.Hw

In the standard model (SM), the purely leptonic decay
B! ! !! !"! [1] proceeds via annihilation of b and !u
quarks to a W! boson (Fig. 1). It provides a direct deter-
mination of the product of the B meson decay constant fB
and the magnitude of the Cabibbo-Kobayashi-Maskawa
(CKM) matrix element jVubj. The branching fraction is
given by

 B "B! ! !! !"!# %
G2
FmBm2

!

8#

!
1! m2

!

m2
B

"
2
f2
BjVubj2!B; (1)

where GF is the Fermi coupling constant, mB and m! are
the B and ! masses, respectively, and !B is the B! lifetime
[2]. The expected branching fraction is "1:59' 0:40# &
10!4 using jVubj % "4:39' 0:33# & 10!3, determined by
inclusive charmless semileptonic B decay data [3], !B %
1:643' 0:010 ps [3], and fB % 0:216' 0:022 GeV ob-
tained from lattice QCD calculations [4]. Physics beyond
the SM, such as supersymmetry or two-Higgs doublet
models, could modify B"B! ! !! !"!# through the intro-
duction of a charged Higgs boson [5]. Purely leptonic B
decays have not been observed before. The most stringent
upper limit on B! ! !! !"! comes from the BABAR ex-
periment: B"B! ! !! !"!#< 2:6& 10!4 (90% C.L.) [6].
In this Letter, we present the first evidence for B! ! !! !"!
from the Belle experiment.

We use a 414 fb!1 data sample containing 449& 106 B
meson pairs collected with the Belle detector at the KEKB
asymmetric-energy e$e! (3.5 on 8 GeV) collider [7] op-
erating at the ""4S# resonance (

###
s
p % 10:58 GeV). The

Belle detector [8] is a large-solid-angle magnetic spec-

trometer consisting of a silicon vertex detector, a 50-layer
central drift chamber, a system of aerogel threshold
Cherenkov counters, time-of-flight scintillation counters,
and an electromagnetic calorimeter (ECL) comprised of
CsI(Tl) crystals located inside a superconducting solenoid
coil that provides a 1.5 T magnetic field. An iron flux return
located outside of the coil is instrumented to identify K0

L
and muons (KLM).

We use a detailed Monte Carlo (MC) simulation based
on GEANT [9] to determine the signal selection efficiency
and study the background. In order to reproduce the effects
of a beam background, data taken with random triggers for
each run period are overlaid on simulated events. The
B! ! !! !"! signal decay is generated by the EVTGEN
package [10]. To model the background from e$e! !
B !B and continuum q !q (q % u; d; s; c) production pro-
cesses, large B !B and q !q MC samples corresponding to
about twice the data sample are used. We also use MC
samples for rare B decay processes, such as charmless

 

b

u

B W

FIG. 1. Purely leptonic B decay proceeds via quark annihila-
tion into a W boson.

PRL 97, 251802 (2006) P H Y S I C A L R E V I E W L E T T E R S week ending
22 DECEMBER 2006

251802-2

B ! ⌧⌫
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Why semi-leptonic decays?

• These decays can be factorised into the weak and strong parts, 
greatly simplifying theoretical calculations. 

• Lepton universality ratios further cancel theoretical uncertainties.

6

• A decay is semi-leptonic if its products are part leptons 
and part hadrons.

d�

dq2
(B ! D`⌫) /

G2
F |Vcb|2f(q2)2

EW QCD
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Types of semi-leptonic decay
Two types of semi-leptonic B decay
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Charged current Neutral current

NP sensitivity up to about 1 TeV

Can proceed via tree level -large O(%) 
branching fractions.
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Forbidden at tree level - low O(10-6) 
branching fractions.

NP sensitivity up to about 100 TeV
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R(D(⇤)) =
B(B ! D(⇤)⌧⌫)

B(B ! D(⇤)`⌫)
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R(D*)
• Large rate of charged current decays allow for measurement 

in semi-tauonic decays.
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1. Introduction 2/23

B! D⇤⌧⌫

b c

q q

⌫⌧

⌧�

}D(⇤)B{
W�/H�

• In the Standard model, the only di↵erence between B! D(⇤)⌧⌫ and
B! D(⇤)µ⌫ is the mass of the lepton

• Theoretically clean - ⇠ 2% uncertainty for D⇤ mode

• Ratio R(D(⇤)) = B(B! D(⇤)⌧⌫) / B(B! D(⇤)µ⌫) is sensitive to e.g
charged Higgs, leptoquark

• New measurement B! D⇤⌧⌫ with ⌧ ! µ⌫⌫ published in PRL last year

R(D(⇤)) =
B(B ! D(⇤)⌧⌫)

B(B ! D(⇤)`⌫)

• Form ratio of decays with different 
lepton generations. 

• Cancel QCD/expt uncertainties.

• R(D*) sensitive to any physics model favouring 3rd generation 
leptons (e.g. charged Higgs).
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Who has made measurements
• Three experiments have made measurements 
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BaBar Belle LHCb

#B’s produced O(400M) O(700M) O(800B)*

* during run 1 of the LHC

Production  
mechanism

⌥(4S) ! BB̄ ⌥(4S) ! BB̄ pp ! gg ! bb̄

Publications
Phys. Rev. D 88, 
 072012 (2013)

Phys.Rev.Lett 109, 
101802 (2012)

Phys.Rev.D 92,  
072014 (2015) Phys.Rev.Lett.115, 

111803 (2015)

arXiv:1612.00529

Phys. Rev. D 94, 
072007 (2016)
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Experimental challenges
• Three neutrinos in the final state (using                 ). 

• No sharp peak to fit in any distribution.
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• More difficult at LHCb, compensate 
using large boost (flight information) 
and huge B production.

1.2. The full reconstruction

The main goal and also the main difficulty of the full reconstruc-
tion is to take any event and try to reconstruct one of the B mesons
in one of many different decay channels. Should this attempt
succeed, it is possible to assign all the tracks and electromagnetic
clusters used in the reconstruction to this one B meson. As it is
completely reconstructed, its four-momentum is known. We call
the fully reconstructed B meson, the Btag. After reconstruction of the
tag side, it is possible to assign all the remaining tracks and
electromagnetic clusters within the detector to the other B meson,
which we call the Bsig (see Fig. 1). This Bsig meson actually is the
object of interest for physics analyses, as explained below.

We can be sure that there are no additional particles produced
by the eþe" collision within the detector, as the Uð4SÞ resonance
decays into two B mesons only. In this two-body decay, we can
obtain the momentum of the Bsig without any additional analysis
once the Btag is known. This follows by applying four-momentum
conservation as given by Eq. (1).

This procedure might seem rather involved at first glance, but
has the benefit that it yields information, otherwise inaccessible,
about a hard or impossible to reconstruct B decay on the signal
side. A prominent example for the application of the full recon-
struction is a B meson decay including neutrinos where the decay
kinematics can otherwise not be fully constrained or a decay with
very large non"BB background. Many of these decays are very
sensitive to small contributions from new physics and thus it is
important to adopt powerful reconstruction algorithms for them.
Examples for the application of the full reconstruction include:

Bþ-tþnt ð3Þ

Bþ-DðnÞtþnt ð4Þ

Bþ-Kþnn ð5Þ

B0-nn ð6Þ

B-Xulþn: ð7Þ

One possible topology of the first decay is given in Fig. 1, where
the t lepton decays into an electron and two neutrinos.

The most important practical difference between the full
reconstruction method and most analyses is just the sheer
number of decay channels for the tag side. As there are several
hundreds of known B decay channels, the task of reconstructing
one of the two B mesons in the event cannot always succeed.
Additionally, most of those decay channels include other unstable
particles, mostly Dn and D mesons, which also decay in a vast
spectrum of decay channels that also have to be reconstructed.

The quantity that has to be maximized by the full reconstruc-
tion method is the total B reconstruction efficiency

etot ¼
XN

i

ei & Bi ð8Þ

where N is the number of reconstructed B decay channels, ei is the
reconstruction efficiency of the decay channel i and Bi is the
branching fraction of the decay channel i. The typical scale for Bi

is 10"3 to 10"5 and typically ei is of the order of 10%. As the Bi is
fixed by nature, we can maximize etot only by increasing ei and the
number of reconstructed decay channels N. In order to increase ei,
multivariate techniques are used (see Chapter 2). The main chal-
lenge is to keep track of all the used variables in these multivariate
methods, particularly because we want to reconstruct as many
decay channels as possible. For this we had to develop a software
framework which gives us the possibility to automatically manage
hundreds of decay channels with extensive usage of multivariate
methods. The automatic handling of many steps allows to minimize
human errors.

2. Multivariate techniques

A common technique to achieve more sophisticated selections
is to combine all significant variables available into a single scalar
variable, for example a likelihood ratio, and to perform a cut on
this new variable. These multivariate techniques are in principle
capable of taking correlations of the variables into account. The
application of these techniques can, however, be rather involved.
Simplified models can deliver quite good results when correla-
tions between the different variables are small.

Another example of a multivariate technique is the Neuro-
Bayes package [4] that was used extensively for the new full
reconstruction tool. The idea of the NeuroBayes package is to pass
all of the relevant variables, through a preprocessing algorithm, to
a neural network. For a classification task, to decide if a candidate
is signal or background, the network maps the input variables to a
single output variable while taking into account the correlations
of the input variables. An example of the separation power of this
output variable for one of the classification task used can be seen
in Fig. 2(a).

2.1. NeuroBayes output as a probability

As shown in Fig. 2(b), the purity, defined as the number of
signal events divided by the total number of events in a network
output bin, is a linear function of the NeuroBayes output. This
indicates that the produced output is a good measure of prob-
ability for the candidate to be signal.

If a NeuroBayes training is performed with the same signal to
background ratio as found on data, the output of the classification
can directly be interpreted as a Bayesian probability for signal.
While it would be better to train the neural network with the
same signal to background ratio as expected on data, it is some-
times not possible. If, for example, the desired signal is very rare in
nature, a training would not learn to distinguish the few signal
events from the millions of background events, but rather try to
learn something from statistical fluctuations of the background
that swamp the signal and therefore also dominate the loss
function that is minimized during the network training. Therefore,
a training with a higher signal fraction is the only way, in which
the selection of such rare signals can be optimized. On the other
hand, if we artificially increase the signal to background ratio, the
network output cannot be interpreted as a Bayesian probability
any more on the real dataset, because the a priori probabilities of
being signal or background differ from the training dataset.
Nevertheless, one can correct the network output in a way that
is interpretable as a probability again. For this, we need to know
the signal to background ratio in the training dataset and in the
dataset where the network should give the prediction. To calculate
this correction, we need Bayes’ theorem, which is defined for two

tag side signal side
t1

t2

t3
t4

t5

Fig. 1. Exemplary fully reconstructed event. The Bsig (signal side) is the decay of
physics interest, while the Btag (tag side) is the other B meson, reconstructed by
the full reconstruction method.

M. Feindt et al. / Nuclear Instruments and Methods in Physics Research A 654 (2011) 432–440 433

• At B-factories, can control this 
using ‘tagging’ technique.

1. Introduction 4/25

Experimental challenge

B! D⇤⌧⌫ B! D⇤µ⌫

• Di�culty: neutrinos - 3 for (⌧ ! µ⌫⌫)⌫
• No narrow peak to fit (in any distribution)

• Main backgrounds: partially reconstructed B decays
• B ! D⇤µ⌫,B ! D⇤⇤µ⌫, B ! D⇤D(! µX )X ...

• Also combinatorial background

B

⌧ ! µ⌫⌫
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Signal fits

• Fit variables which discriminate between muon and tauonic mode.

12

• Three main backgrounds: 
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FIG. 8. (Color online). Comparison of the m2
miss and |p∗

ℓ | distributions of the D
(∗)ℓ samples (data points) with the projections of

the results of the isospin-unconstrained fit (stacked colored distributions). The region above the dashed line of the background
component corresponds to BB background and the region below corresponds to continuum. The peak at m2

miss = 0 in
the background component is due to charge cross-feed events. The |p∗

ℓ | distributions show the signal-enriched region with
m2

miss ≥ 1GeV2, thus excluding most of the normalization events in these samples.

B → D∗∗(τ−/ℓ−)ν branching fractions: As noted
above, the sharp peak in the m2

miss distribution of the
D(∗)π0ℓ samples constrains contributions from B →
D(∗)πℓν decays. Events with additional unreconstructed
particles contribute to the tail of the m2

miss distribution
and, thus, are more difficult to separate from other back-
grounds and signal events. This is the case for B →
D∗∗τ−ντ decays, which are combined with B → D∗∗ℓ−νℓ
decays in the D∗∗(ℓ/τ)ν PDFs with the relative propor-
tion R(D∗∗)PS = 0.18. This value has been derived
from the ratio of the available phase space. The same
estimate applied to B → D(∗)ℓ−νℓ decays results in
R(D)PS = 0.279 and R(D∗)PS = 0.251, values that are
58% and 32% smaller than the measured values. Tak-
ing this comparison as guidance for the error on R(D∗∗),
we increase R(D∗∗) by 50%, recalculate the D∗∗(ℓ/τ)ν
PDFs, and repeat the fit. As a result, the values of R(D)
and R(D∗) decrease by 1.8% and 1.7%, respectively. The
impact is relatively small, because B → D∗∗τ−ντ con-

tributions are small with respect to signal decays, which
have much higher reconstruction efficiencies.
Unmeasured B → D∗∗(→ D(∗)ππ)ℓνℓ decays: To as-

sess the impact of other potential B → D∗∗ℓ−νℓ contri-
butions, we modify the standard fit by adding an addi-
tional component. Out of the four contributions listed
in Table VI, the three-body decays of the D∗∗ states
with L = 1 give the best agreement in the fits to the
D(∗)π0ℓ samples. For this decay chain, the m2

miss distri-
bution has a long tail due to an additional undetected
pion. This could account for some of the observed excess
at 1 < m2

miss < 2GeV2 in Fig. 9. We assign the observed
change in R(D(∗)) as a systematic uncertainty.

2. Cross-feed Constraints

MC statistics: Constraints on the efficiency ratios
that link contributions from the same source are taken
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RESULTS AND DISCUSSION

The best-fit results, including systematic uncertainties,
are

R(D) = 0.375± 0.064± 0.026 (12)

R(D⇤) = 0.293± 0.038± 0.015 . (13)

Figure 6 shows the exclusion level in the R(D)–R(D⇤)
plane, based on the likelihood distribution that is con-
voluted with a correlated two-dimensional normal distri-
bution according to the systematic uncertainties. The
exclusions of the central values of the BaBar mea-

surement [11] and the SM prediction as determined in
Ref. [11] are comparably low at 1.4� and 1.8�, respec-
tively. While our measurement does not favor one over
the other, both measurements deviate in the same direc-
tion from the SM expectation.

We also use our fit procedure to test the compatibility
of the data samples with the two-Higgs-doublet model of
type II. For this purpose, we perform the analysis with
the 2HDM MC sample with tan�/mH+ = 0.5 c2/GeV
to extract probability density distributions. The best-fit

2. Fit 10/25

Signal fit

Data
ντ D*→B 

X')Xν l→(c D*H→B 
ν D**l→B 
νµ D*→B 

Combinatoric
µMisidentified 

• Fit to isolated data, used to determine ratio of B! D⇤⌧⌫ and
B! D⇤µ⌫

• Model fits data well
• Fit model uncertainties listed on next slide
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B ! D⇤`⌫
B ! D⇤⇤`⌫
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Data
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X')Xν l→(c D*H→B 
ν D**l→B 
νµ D*→B 

Combinatoric
µMisidentified 

• Fit to isolated data, used to determine ratio of B! D⇤⌧⌫ and
B! D⇤µ⌫

• Model fits data well
• Fit model uncertainties listed on next slide

B ! D⇤DX

BaBar [1]

Belle [2]
LHCb [3]

[1] Phys. Rev. D 88, 072012 (2013)
[2] Phys.Rev.D 92, 072014 (2015)
[3] Phys.Rev.Lett.115, 111803 (2015)
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FIG. 8. (Color online). Comparison of the m2
miss and |p∗

ℓ | distributions of the D
(∗)ℓ samples (data points) with the projections of

the results of the isospin-unconstrained fit (stacked colored distributions). The region above the dashed line of the background
component corresponds to BB background and the region below corresponds to continuum. The peak at m2

miss = 0 in
the background component is due to charge cross-feed events. The |p∗

ℓ | distributions show the signal-enriched region with
m2

miss ≥ 1GeV2, thus excluding most of the normalization events in these samples.

B → D∗∗(τ−/ℓ−)ν branching fractions: As noted
above, the sharp peak in the m2

miss distribution of the
D(∗)π0ℓ samples constrains contributions from B →
D(∗)πℓν decays. Events with additional unreconstructed
particles contribute to the tail of the m2

miss distribution
and, thus, are more difficult to separate from other back-
grounds and signal events. This is the case for B →
D∗∗τ−ντ decays, which are combined with B → D∗∗ℓ−νℓ
decays in the D∗∗(ℓ/τ)ν PDFs with the relative propor-
tion R(D∗∗)PS = 0.18. This value has been derived
from the ratio of the available phase space. The same
estimate applied to B → D(∗)ℓ−νℓ decays results in
R(D)PS = 0.279 and R(D∗)PS = 0.251, values that are
58% and 32% smaller than the measured values. Tak-
ing this comparison as guidance for the error on R(D∗∗),
we increase R(D∗∗) by 50%, recalculate the D∗∗(ℓ/τ)ν
PDFs, and repeat the fit. As a result, the values of R(D)
and R(D∗) decrease by 1.8% and 1.7%, respectively. The
impact is relatively small, because B → D∗∗τ−ντ con-

tributions are small with respect to signal decays, which
have much higher reconstruction efficiencies.
Unmeasured B → D∗∗(→ D(∗)ππ)ℓνℓ decays: To as-

sess the impact of other potential B → D∗∗ℓ−νℓ contri-
butions, we modify the standard fit by adding an addi-
tional component. Out of the four contributions listed
in Table VI, the three-body decays of the D∗∗ states
with L = 1 give the best agreement in the fits to the
D(∗)π0ℓ samples. For this decay chain, the m2

miss distri-
bution has a long tail due to an additional undetected
pion. This could account for some of the observed excess
at 1 < m2

miss < 2GeV2 in Fig. 9. We assign the observed
change in R(D(∗)) as a systematic uncertainty.

2. Cross-feed Constraints

MC statistics: Constraints on the efficiency ratios
that link contributions from the same source are taken
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RESULTS AND DISCUSSION

The best-fit results, including systematic uncertainties,
are

R(D) = 0.375± 0.064± 0.026 (12)

R(D⇤) = 0.293± 0.038± 0.015 . (13)

Figure 6 shows the exclusion level in the R(D)–R(D⇤)
plane, based on the likelihood distribution that is con-
voluted with a correlated two-dimensional normal distri-
bution according to the systematic uncertainties. The
exclusions of the central values of the BaBar mea-

surement [11] and the SM prediction as determined in
Ref. [11] are comparably low at 1.4� and 1.8�, respec-
tively. While our measurement does not favor one over
the other, both measurements deviate in the same direc-
tion from the SM expectation.

We also use our fit procedure to test the compatibility
of the data samples with the two-Higgs-doublet model of
type II. For this purpose, we perform the analysis with
the 2HDM MC sample with tan�/mH+ = 0.5 c2/GeV
to extract probability density distributions. The best-fit
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ing pairs of photons with an invariant mass ranging from
500 to 600 MeV/c2. We then extract the calibration
sample yield with the signal-side energy di↵erence �Esig

or the beam-energy-constrained mass M sig

bc

in the region
q2 > 4 GeV2/c2 and | cos ✓

hel

| < 1. To calculate cos ✓
hel

,
we assume that (one of) the charged pion(s) is the ⌧
daughter. We use a ratio of the yield in the data to that
in the MC as the yield scale factor. If there is no observed
event in the calibration sample, we assign a 68% confi-
dence level upper limit on the scale factor. The above
calibrations cover about 80% of the hadronic B back-
ground. For the remaining B decay modes, we assume
100% uncertainty on the MC expectation.

In the signal extraction, we consider three B̄ !
D⇤⌧�⌫̄⌧ components: (i) the “signal” component con-
tains correctly-reconstructed signal events, (ii) the “⇢ $
⇡ cross feed” component contains events where the de-
cay ⌧� ! ⇢�(⇡�)⌫⌧ is reconstructed as ⌧� ! ⇡�(⇢�)⌫⌧ ,
(iii) the “other ⌧ cross feed” component contains events
with other ⌧ decays such as ⌧� ! µ�⌫̄µ⌫⌧ and ⌧� !
⇡�⇡0⇡0⌫⌧ . The relative contributions are fixed based
on the MC. We relate the signal yield and R(D⇤) as
R(D⇤) = (✏

norm

N
sig

)/(B⌧ ✏sigNnorm

), where B⌧ denotes
the branching fraction of ⌧� ! ⇡�⌫⌧ or ⌧� ! ⇢�⌫⌧ ,
and ✏

sig

and ✏
norm

(N
sig

and N
norm

) are the e�ciencies
(the observed yields) for the signal and the normaliza-
tion mode. Using the MC, the e�ciency ratio ✏

norm

/✏
sig

of the signal component in the B� (B̄0) sample is esti-
mated to be 0.97± 0.02 (1.21± 0.03) for the ⌧� ! ⇡�⌫⌧
mode and 3.42 ± 0.07 (3.83 ± 0.12) for the ⌧� ! ⇢�⌫⌧
mode, where the quoted errors arise from MC statistical
uncertainties. The larger e�ciency ratio for the B̄0 mode
is due to the significant q2 dependence of the e�ciency
in the D⇤+ ! D0⇡+ mode. For P⌧ (D⇤), we divide the
signal sample into two regions cos ✓

hel

> 0 (forward) and
cos ✓

hel

< 0 (backward). The value of P⌧ (D⇤) is then pa-
rameterized as P⌧ (D⇤) = [2(NF

sig

�NB

sig

)]/[↵(NF

sig

+NB

sig

)],
where the superscript F (B) denotes the signal yield in
the forward (backward) region. The detector bias on
P⌧ (D⇤) is taken into account with a linear function that
relates the true P⌧ (D⇤) to the extracted P⌧ (D⇤) (P⌧ (D⇤)
correction function), determined using several MC sets
with di↵erent P⌧ (D⇤) values. Here, other kinematic dis-
tributions are assumed to be consistent with the SM pre-
diction.
We categorize the background into four components.

The “B̄ ! D⇤`�⌫̄`” component contaminates the signal
sample due to the misassignment of the lepton as a pion.
We fix the B̄ ! D⇤`�⌫̄` background yield from the fit
to the normalization sample. For the “B̄ ! D⇤⇤`�⌫̄`
and hadronic B decay” component, we combine all the
modes into common yield parameters. One exception is
the decay into two D mesons such as B̄ ! D⇤D⇤�

s and
B̄ ! D⇤D̄(⇤)K�. Since these decays are experimentally
well measured, we fix their yields based on the world-
average branching fractions [47]. The yield of the “fake

Signal
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FIG. 1. Fit result to the signal sample (all the eight samples
are combined). The main panel and the sub panel show the
EECL and the cos ✓hel distributions, respectively. The red-
hatched “⌧ cross feed” combines the ⇢ $ ⇡ cross-feed and
the other ⌧ cross-feed components.

D⇤” component is fixed from a comparison of the data
and the MC in the �M sideband regions. The contri-
bution from the continuum e+e� ! qq̄ process is only
O(0.1%). We therefore fix the yield using the MC expec-
tation.
We then conduct an extended binned maximum like-

lihood fit in two steps; we first perform a fit to the
normalization sample to determine its yield, and then
a simultaneous fit to eight signal samples (B�, B̄0) ⌦
(⇡�⌫⌧ , ⇢

�⌫⌧ ) ⌦ (backward, forward). In the fit, R(D⇤)
and P⌧ (D⇤) are common fit parameters, while the “B̄ !
D⇤⇤`�⌫̄` and hadronic B” yields are independent among
the eight signal samples. The fit result is shown in Fig. 1.
The obtained signal and normalization yields forB� (B̄0)
mode are, respectively, 210± 27 (88± 11) and 4711± 81
(2502± 52), where the errors are statistical.
The most significant systematic uncertainty arises from

the hadronic B decay composition (+7.7
�6.9%, +0.13

�0.10), where
the first (second) value in the parentheses is the rela-
tive (absolute) uncertainty in R(D⇤) (P⌧ (D⇤)). The lim-
ited MC sample size used in the analysis introduces sta-
tistical fluctuations on the PDF shapes (+4.0

�2.8%, +0.15
�0.11).

The uncertainties arising from the semileptonic B de-
cays are (±3.5%,±0.05). The fake D⇤ background,
which dominates in this analysis, causes uncertainties
of (±3.4%,±0.02). Other uncertainties arise from the
reconstruction e�ciencies for the ⌧ daughter and the
charged lepton, the signal and normalization e�cien-
cies, the choice of the number of bins in the fit, the
⌧ branching fractions and the P⌧ (D⇤) correction func-
tion parameters. These systematic uncertainties account
for (±2.2%,±0.03). In addition, since we fix part of
the background yield, we need to consider the impact
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FIG. 2. Comparison of our result (star for the best-fit value
and 1�, 2�, 3� contours) with the SM prediction [22, 24] (tri-
angle). The shaded vertical band shows the world average [19]
without our result.

from the uncertainties that are common between the sig-
nal and the normalization: the number of BB̄ events,
the tagging e�ciency, the D branching fractions and the
D⇤ reconstruction e�ciency. The total for this source is
(±2.3%,±0.02). In the calculation of the total system-
atic uncertainty, we treat the systematic uncertainties as
independent, except for those of the ⌧ daughter and the
D⇤ reconstruction e�ciencies. The latter originate from
the same sources: the particle-identification e�ciencies
for K± and ⇡± and the reconstruction e�ciencies for K0

S
and ⇡0. We therefore account for this correlation. The
total systematic uncertainties are (+10.4

�9.4 %, +0.21
�0.16). The

final results, shown in Fig. 2, are:

R(D⇤) = 0.270± 0.035(stat.)+0.028
�0.025(syst.),

P⌧ (D
⇤) = �0.38± 0.51(stat.)+0.21

�0.16(syst.).

The statistical correlation is 0.29, and the total correla-
tion (including systematics) is 0.33. Overall, our result is
consistent with the SM prediction. The obtained R(D⇤)
is independent of and also agrees with the previous Belle
measurements, R(D⇤) = 0.293 ± 0.038 ± 0.015 [13] and
0.302±0.030±0.011 [14], and with the world average [19].
Moreover, our measurement excludes P⌧ (D⇤) > +0.5 at
90% C.L.

In summary, we report a measurement of P⌧ (D⇤)
in the decay B̄ ! D⇤⌧�⌫̄⌧ as well as a new R(D⇤)
measurement with the hadronic ⌧ decay modes ⌧� !
⇡�⌫⌧ and ⌧� ! ⇢�⌫⌧ , using 772 ⇥ 106 BB̄ events
recorded with the Belle detector. Our results, R(D⇤) =
0.270± 0.035(stat.) +0.028

�0.025(syst.) and P⌧ (D⇤) = �0.38±
0.51(stat.) +0.21

�0.16(syst.), are consistent with the SM pre-
diction. We have measured P⌧ (D⇤) for the first time,
which provides a new dimension in the search for NP in
semitauonic B decays.
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Combination
• All experiments see an excess of signal w.r.t. SM prediction.

14

Combined R(D*) data

20

•Plot and average from HFAG
◦ SM p-value = 5.2 × 10−5 →≈ 4.0𝜎 (down from 1.1 × 10−4)

𝑅 𝐷∗
𝑎𝑣𝑔 = 0.316 ± 0.019

𝑅 𝐷 𝑎𝑣𝑔 = 0.397 ± 0.049
𝜌 = −0.21

NEW
Horizontal bands refer to R(D*), 

ellipses refer to both R(D*,D)

Latest HFAG average [1] quotes 3.9σ from SM prediction 
QCD uncertainties very small - unlikely to be explanation.

[1] http://www.slac.stanford.edu/xorg/hfag/semi/
winter16/winter16_dtaunu.html
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Remarks
• Because this measurement is so difficult, it has received a fairly 

healthy level of scepticism by the theory community. 

• People are worried about backgrounds from                    decays 
where the charm spectrum is not so well measured.

15

B ! D⇤⇤`⌫

� Incl. vs Excl. Gap with  𝐵 → 𝐷(∗)𝜋𝜋𝑙−  𝜈𝑙
• The obtained branching fractions
𝐵𝐹  𝐵 → 𝐷𝜋−𝜋+𝑙− 𝜈𝑙 = 0.152 ± 0.023(stat) ± 0.018(syst) ± 0.007(norm) %
𝐵𝐹  𝐵 → 𝐷∗𝜋−𝜋+𝑙−  𝜈𝑙 = 0.108 ± 0.028(stat) ± 0.023(syst) ± 0.004(norm) %

• Total BFs for  𝐵 → 𝐷(∗)𝜋𝜋𝑙−  𝜈𝑙 with isospin symmetry:
𝐵𝐹  𝐵 → 𝐷 ∗ 𝜋−𝜋+𝑙−  𝜈𝑙 /𝐵𝐹(  𝐵 → 𝐷 ∗ 𝜋𝜋𝑙−  𝜈𝑙) = (0.50 ± 0.17)
Æ 𝐵𝐹  𝐵 → 𝐷𝜋𝜋𝑙−  𝜈𝑙 + 𝐵𝐹  𝐵 → 𝐷∗𝜋𝜋𝑙−  𝜈𝑙 = (0.52−0.07−0.13+0.14+0.27)%

Flavor Physics and CP Violation 2016

The incl.-excl. gap was reduced to 2-3σ
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• This is unlikely to be the issue: 

• Rely on data for control of background. 

• B-factories/LHCb have very different 
background levels



Patrick Owen Benasque workshop

Constraining models
• The central values of R(D*) and R(D) 

cannot be explained by 2HDM type II.

16

• Can also compare kinematic 
distributions to narrow down model 
possibilities.

Difficult in general to explain with a scalar particle, constraints from Bc disfavour 
this (arXiv:1611.06676).
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(b)Type II 2HDM with
tan β/mH+ = 0.7 GeV−1.
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(c)R2 type leptoquark model with
CT = +0.36.
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(e)Type II 2HDM with
tan β/mH+ = 0.7 GeV−1.
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(f)R2 type leptoquark model with
CT = +0.36.

FIG. 4. Background-subtracted momenta distributions of D∗ (top) and ℓ (bottom) in the region of NN > 0.8 and EECL < 0.5
GeV. The points and the shaded histograms correspond to the measured and expected distributions, respectively. The expected
distributions are normalized to the number of detected events.
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FIG. 20. (Color online). Comparison of the results of this
analysis (light band, blue) with predictions that include a
charged Higgs boson of type II 2HDM (dark band, red). The
widths of the two bands represent the uncertainties. The SM
corresponds to tanβ/mH+ = 0.
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FIG. 21. (Color online). Level of disagreement between this
measurement of R(D(∗)) and the type II 2HDM predictions
for all values in the tanβ–mH+ parameter space.

by B → Xsγ measurements [22], and therefore, the type
II 2HDM is excluded in the full tanβ–mH+ parameter
space.
The excess in both R(D) and R(D∗) can be explained

in more general charged Higgs models [44–47]. The ef-
fective Hamiltonian for a type III 2HDM is

Heff =
4GFVcb√

2

[

(cγµPLb) (τγ
µPLντ )

+ SL(cPLb) (τPLντ ) + SR(cPRb) (τPLντ )
]

, (31)

where SL and SR are independent complex parameters,
and PL,R ≡ (1 ∓ γ5)/2. This Hamiltonian describes the
most general type of 2HDM for which m2

H+ ≫ q2.
In this context, the ratios R(D(∗)) take the form

R(D) = R(D)SM +A
′

DRe(SR + SL) +B
′

D|SR + SL|2,

R(D∗) = R(D∗)SM +A
′

D∗Re(SR − SL) +B
′

D∗ |SR − SL|2.

The sign difference arises because B → Dτ−ντ decays
probe scalar operators, while B → D∗τ−ντ decays are
sensitive to pseudo-scalar operators.
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FIG. 22. (Color online). Favored regions for real values of the
type III 2HDM parameters SR and SL given by the measured
values of R(D(∗)). The bottom two solutions are excluded by
the measured q2 spectra.

The type II 2HDM corresponds to the subset of
the type III 2HDM parameter space for which SR =
−mbmτ tan2β/m2

H+ and SL = 0.
The R(D(∗)) measurements in the type II 2HDM con-

text correspond to values of SR±SL in the range [−7.4, 0].
Given that the amplitude impacted by NP contributions
takes the form

|Hs(SR ± SL; q
2)| ∝ |1 + (SR ± SL)× F (q2)|, (32)

we can extend the type II results to the full type III
parameter space by using the values of R(D(∗)) ob-
tained with Hs(SR ± SL) for Hs(−SR ∓ SL). Given the
small tanβ/mH+ dependence of R(D∗) (Fig. 20), this
is a good approximation for B → D∗τ−ντ decays. For
B → Dτ−ντ decays, this is also true when the decay am-
plitude is dominated either by SM or NP contributions,
that is, for small or large values of |SR+SL|. The shift in
the m2

miss and q2 spectra, which results in the 40% drop
on the value ofR(D) shown in Fig. 20, occurs in the inter-
mediate region where SM and NP contributions are com-
parable. In this region, Hs(SR + SL) ̸= Hs(−SR − SL),
and, as a result, the large drop in R(D) is somewhat
shifted. However, given that the asymptotic values of
R(D) are correctly extrapolated, R(D) is monotonous,
and the measured value of R(D∗) is fairly constant, the
overall picture is well described by the Hs(SR ± SL) ≈
Hs(−SR ∓ SL) extrapolation.
Figure 22 shows that for real values of SR and SL,

there are four regions in the type III parameter space
that can explain the excess in both R(D) and R(D∗).
In addition, a range of complex values of the parameters
are also compatible with this measurement.

C. Study of the q2 spectra

As shown in Sec. II B, the q2 spectrum of B → Dτ−ντ
decays could be significantly impacted by charged Higgs
contributions. Figure 23 compares the q2 distribution of
background subtracted data, corrected for detector effi-
ciency, with the expectations of three different scenarios.

Phys.Rev.D 92,  
072014 (2015)

Phys. Rev. D 88, 072012 (2013)
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RK(⇤) =
B(B ! K(⇤)µ+µ�)

B(B ! K(⇤)e+e�)

Plots liberally borrowed from Simone Bifani’s recent CERN seminar: https://indico.cern.ch/event/
580620/ 
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• The decay                        is a semileptonic b—>s transition. 

18

• The branching fraction of the muonic mode has been well measured 
and is slightly below the SM prediction.

1. Introduction 2/15

B! Kµ+µ�

B! Kµ+µ� is stereotypically a simpler, less interesting version of
B0! K ⇤0µ+µ�.

Its rate is sensitive to (axial-)vectors.

Angular distribution sensitive to (pseudo-)scalars and tensors.

LHCb UK 2014 Patrick Owen Isospin update

• q2  is the four-momentum 
transferred to the di-leptons.

B ! K(⇤)``
B ! K(⇤)``

JHEP 11 (2016) 047, JHEP 04 (2017) 142 
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Figure 5: Di↵erential branching fraction of B0! K⇤(892)0µ+µ� decays as a function of q2. The
data are overlaid with the SM prediction from Refs. [48,49]. No SM prediction is included in the
region close to the narrow cc̄ resonances. The result in the wider q2 bin 15.0 < q2 < 19.0GeV2/c4

is also presented. The uncertainties shown are the quadratic sum of the statistical and systematic
uncertainties, and include the uncertainty on the B0! J/ K⇤0 and J/ ! µ+µ� branching
fractions.

Table 2: Di↵erential branching fraction of B0! K⇤(892)0µ+µ� decays in bins of q2. The first
uncertainty is statistical, the second systematic and the third due to the uncertainty on the
B0! J/ K⇤0 and J/ ! µ+µ� branching fractions.

q

2 bin (GeV2

/c

4) dB/dq2 ⇥ 10�7 (c4/GeV2)

0.10 < q

2

< 0.98 1.016+0.067

�0.073

± 0.029± 0.069

1.1 < q

2

< 2.5 0.326+0.032

�0.031

± 0.010± 0.022

2.5 < q

2

< 4.0 0.334+0.031

�0.033

± 0.009± 0.023

4.0 < q

2

< 6.0 0.354+0.027

�0.026

± 0.009± 0.024

6.0 < q

2

< 8.0 0.429+0.028

�0.027

± 0.010± 0.029

11.0 < q

2

< 12.5 0.487+0.031

�0.032

± 0.012± 0.033

15.0 < q

2

< 17.0 0.534+0.027

�0.037

± 0.020± 0.036

17.0 < q

2

< 19.0 0.355+0.027

�0.022

± 0.017± 0.024

1.1 < q

2

< 6.0 0.342+0.017

�0.017

± 0.009± 0.023

15.0 < q

2

< 19.0 0.436+0.018

�0.019

± 0.007± 0.030
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• Muon and electron masses small compared to b-quark. 

• RK is essentially unity in SM, with no uncertainty. 

• QED effects can be large but this is accounted for in the 
measurements.

19

• Here take ratio of light leptons,

RK(⇤) =
B(B ! K(⇤)µ+µ�)

B(B ! K(⇤)e+e�)

RK(⇤)
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Measurement at LHCb
• Most precise measurements of         from LHCb. 

• Results use run 1 data - 3fb-1 of luminosity. 

• Measure the double ratio with the resonant mode 

20

RK(⇤)

Strategy
› RK*º determined as double ratio to reduce systematic effects

› Selection as similar as possible between µµµµ and ee
» Pre-selection requirements on trigger and quality of the candidates
» Cuts to remove the peaking backgrounds
» Particle identification to further reduce the background
»Multivariate classifier to reject the combinatorial background
» Kinematic requirements to reduce the partially-reconstructed backgrounds
»Multiple candidates randomly rejected (1-2%)

› Efficiencies
» Determined using simulation, but tuned using data

Simone Bifani 14CERN Seminar

B ! K(⇤)(J/ ! `+`�)

• Use normalisation channel to correct simulation and signal mass shapes. 

• Fit B mass in low and central q2 regions:

0.045 < q2 < 1.1GeV2/c4 1.1 < q2 < 6.0GeV2/c4
‘low’ region ‘central’ region

LHCb-PAPER-2017-013, arXiv:1705.05802
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Bremsstrahlung issues

21
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Figure 2: Number of candidates for B0! K⇤0`+`� final states with (left) muons and (right)
electrons as a function of the di-lepton invariant mass squared, q2, and the four-body invariant
mass of the B0. In each plot, the empty region at the top left corresponds to the kinematic limit
of the B0! K⇤0`+`� decay, while the empty region at the top right to the requirement that
rejects the B+! K+`+`� background (see Sec 6).

5 Selection of signal candidates195

A B0 candidate is formed from a pair of well-reconstructed oppositely charged particles196

identified as either muons or electrons, combined with two well-reconstructed oppositely197

charged particles, one identified as a kaon and the other as a pion. All four final-state198

particles must contain hits in at least the vertex detector and the downstream tracking199

stations. The K+⇡� invariant mass is required to be within 100MeV/c2 of the known200

K⇤0 mass. The kaon and pion must have p
T

exceeding 250 MeV/c, while for the muons201

(electrons) p
T

> 800 (500) MeV/c is required. Only di-lepton pairs with a good-quality202

vertex are used to form signal candidates. The K⇤0 meson and `+`� pair are required203

to originate from a common vertex in order to form a B0 candidate. When more than204

one PV is reconstructed, the one with the smallest �2

IP

is selected, where the �2

IP

is the205

di↵erence in �2 of a given PV reconstructed with and without the considered B0 candidate.206

With respect to the selected PV, the impact parameter of the B0 candidate is required207

to be small, its decay vertex significantly displaced, and the momentum direction of the208

B0 is required to be consistent with its direction of flight. This direction is inferred from209

the vector between the PV and decay vertex. The distribution of q2 as a function of the210

four-body invariant mass for the B0 candidates is shown in Fig. 2 for both muon and211

electron final states.212

The B0 mass resolution and the contributions of signal and backgrounds depend on213

the way in which the event was triggered. For this reason, the data sample of decay modes214

involving an e+e� pair is divided into three mutually exclusive categories, which in order215

of precedence are: events for which one of the electrons from the B0 decay satisfies the216

hardware electron trigger (L0E), events for which one of the hadrons from the K⇤0 decay217

meets the hardware hadron trigger (L0H) requirements, and events triggered by activity in218

7

Preliminary Preliminary

LHCb-PAPER-2017-013 
arXiv:1705.05802

Bremsstrahlung − I
› Electrons emit a large amount of bremsstrahlung that results in
degraded momentum and mass resolutions

› Two types of bremsstrahlung

CERN SeminarSimone Bifani 11

Upstream
brem

Downstream
brem

» Downstream of the magnet
- photon energy in the same
calorimeter cell as the electron
- momentum correctly measured

» Upstream of the magnet
- photon energy in different
calorimeter cells than electron
- momentum evaluated after
bremsstrahlung

Air

• Electrons more difficult than muons due to 
bremsstrahlung. 

• Get background from the J/ψ and ψ(2S) leaking 
into signal region.

LHCb-PAPER-2017-013
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Part-Reco Background − I

Simone Bifani 19

› Partially-reconstructed backgrounds arise from decays involving higher
K resonances with one or more decay products in addition to a Kp pair
that are not reconstructed
› Large variety of decays, most abundant due to B→K1(1270)ee and

B→K2
*(1430)ee

CERN Seminar

Bremsstrahlung issues
• Easier to confuse signal with ‘partially reconstructed’ 

background.
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Figure 3: Fit to the m(K+⇡�µ+µ�) invariant mass of (top) B0! K⇤0µ+µ� and (bottom)
B0! K⇤0J/ (! µ+µ�) candidates. The dashed line is the signal PDF, the shaded shapes are
the background PDFs and the solid line is the total PDF.

bremsstrahlung in the detector. Bin migration amounts to about 1% and 5% in the low-370

and central-q2 regions, respectively.371

The e�ciency ratios between the nonresonant and the resonant modes, "`+`�/"J/ (`+`�)

,372

which directly enter in the RK⇤0 measurement, are reported in Table 3. Due to strong373

dependence of the hardware trigger on the decay kinematics, the ratio of the L0H trigger374

category is largest.375

9 Cross-checks376

A large number of cross-checks were performed before unblinding the result and these are377

discussed below.378

• The control of the absolute scale of the e�ciencies is tested by measuring the ratio379

of the branching fraction of the muon and electron resonant channels380

rJ/ =
B(B0! K⇤0J/ (! µ+µ�))

B(B0! K⇤0J/ (! e+e�))
,

12
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Figure 4: Fit to the m(K+⇡�e+e�) invariant mass of (top) B0! K⇤0e+e� and (bottom)
B0! K⇤0J/ (! e+e�) candidates. The dashed line is the signal PDF, the shaded shapes are
the background PDFs and the solid line is the total PDF.

Table 3: E�ciency ratios between the nonresonant and resonant modes, "`+`�/"J/ (`+`�)

, for the
muon and electron channels. The uncertainties are statistical only.

"`+`�/"J/ (`+`�)

low-q2 central-q2

µ+µ� 0.679 ± 0.009 0.584 ± 0.006

e+e� (L0E) 0.539 ± 0.013 0.522 ± 0.010

e+e� (L0H) 2.252 ± 0.098 1.627 ± 0.066

e+e� (L0I) 0.789 ± 0.029 0.595 ± 0.020

which is expected to be equal to unity. This quantity represents an extremely381

stringent test, as it does not benefit from the large cancellation of the experimental382

systematic e↵ects provided by the double ratio. The rJ/ ratio is measured to383

be 1.043 ± 0.006 ± 0.045, where the first uncertainty is statistical and the second384
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Correcting for efficiency
• The double ratio means that only efficiency differences due to 

kinematics can affect the result.  

• Simulation is also corrected for using control samples. 

• If these corrections are not used, the result only changes 
by 5%.

23

Trigger

Simone Bifani 13

» L0 Electron: electron hardware trigger fired
by clusters associated to at least one of the
two electrons (ET > 2.5 GeV)

» L0 Hadron: hadron hardware trigger fired
by clusters associated to at least one of the
K*0 decay products (ET > 3.5 GeV)

» L0 TIS: any hardware trigger fired by
particles in the event not associated to the
signal candidate

› Trigger system split in hardware (L0) and software (HLT) stages
› Due to higher occupancy of the calorimeters compared to the muon
stations, hardware thresholds on the electron ET are higher than on the
muon pT (L0 Muon, pT>1.5,1.8 GeV)

› To partially mitigate this effect, 3 exclusive trigger categories are
defined

CERN Seminar

• Split data depending on how event was 
triggered. 

• Important for cross-checks.
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Cross-checks
• Most powerful cross-check for efficiency, measure single ratio 

for the J/ψ modes.

24

Cross-Checks − I
› Control of the absolute scale of the efficiencies via the ratio

which is expected to be unity and measured to be

› Result observed to be reasonably flat as a function of the decay
kinematics and event multiplicity

› Extremely stringent test, which does not benefit from the cancellation
of the experimental systematics provided by the double ratio

Simone Bifani 23CERN Seminar

Cross-Checks − I
› Control of the absolute scale of the efficiencies via the ratio

which is expected to be unity and measured to be

› Result observed to be reasonably flat as a function of the decay
kinematics and event multiplicity

› Extremely stringent test, which does not benefit from the cancellation
of the experimental systematics provided by the double ratio

Simone Bifani 23CERN Seminar

=

Cross-Checks − II
› BR(B0→K*0µµµµ) in good agreement with [arXiv:1606.04731]

› If corrections to simulations are not accounted for, the ratio of the
efficiencies changes by less than 5%

› Further checks performed by measuring the following ratios

which are found to be compatible with the expectations

CERN SeminarSimone Bifani 24

Cross-Checks − II
› BR(B0→K*0µµµµ) in good agreement with [arXiv:1606.04731]

› If corrections to simulations are not accounted for, the ratio of the
efficiencies changes by less than 5%

› Further checks performed by measuring the following ratios

which are found to be compatible with the expectations

CERN SeminarSimone Bifani 24

Other cross-checks include other double ratios who’s precision is known.

Both of which are found to be compatible with expectations. 

LHCb-PAPER-2017-013
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Cross-checks (II)
• Compare bremsstrahlung/trigger categories between data and 

simulation.

25

Cross-Checks − III
› Relative population of bremsstrahlung categories compared between
data and simulation using B0→K*0J/y(ee) and B0→K*0g(ee) events

› A good agreement is observed
CERN SeminarSimone Bifani 25
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Cross-Checks − III
› Relative population of bremsstrahlung categories compared between
data and simulation using B0→K*0J/y(ee) and B0→K*0g(ee) events

› A good agreement is observed
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Cross-checks (III)

26

• Also compare kinematic distributions of signal peak between data/
simulation.
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Figure 8: (hatched) Background-subtracted distributions for (darker colour) B0! K⇤0µ+µ�

and (lighter colour) B0! K⇤0e+e� candidates, compared to (full line) simulation. From top to
bottom: q2, K+⇡� invariant mass, m(K+⇡�), opening angle between the two leptons, ✓

lepton

,
and projection along the beam axis of the distance between the K+⇡� and `+`� vertices,
�z

vertex

. The distributions are normalised to unity. The hatched areas correspond to the
statistical uncertainties only. The data are not e�ciency corrected.

Trigger e�ciency: for the hardware triggers, the corrections to the simulation are
determined using di↵erent control samples and the change in the result is assigned
as a systematic uncertainty; for the software trigger, the corrections to the simula-

15
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Figure 8: (hatched) Background-subtracted distributions for (darker colour) B0! K⇤0µ+µ�

and (lighter colour) B0! K⇤0e+e� candidates, compared to (full line) simulation. From top to
bottom: q2, K+⇡� invariant mass, m(K+⇡�), opening angle between the two leptons, ✓

lepton

,
and projection along the beam axis of the distance between the K+⇡� and `+`� vertices,
�z

vertex

. The distributions are normalised to unity. The hatched areas correspond to the
statistical uncertainties only. The data are not e�ciency corrected.

Trigger e�ciency: for the hardware triggers, the corrections to the simulation are
determined using di↵erent control samples and the change in the result is assigned
as a systematic uncertainty; for the software trigger, the corrections to the simula-
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Cross-checks (IV)
• What about the signal yield?

27
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Figure 4: Fit to the m(K+⇡�e+e�) invariant mass of (top) B0! K⇤0e+e� and (bottom)
B0! K⇤0J/ (! e+e�) candidates. The dashed line is the signal PDF, the shaded shapes are
the background PDFs and the solid line is the total PDF.

Table 3: E�ciency ratios between the nonresonant and resonant modes, "`+`�/"J/ (`+`�)

, for the
muon and electron channels. The uncertainties are statistical only.

"`+`�/"J/ (`+`�)

low-q2 central-q2

µ+µ� 0.679 ± 0.009 0.584 ± 0.006

e+e� (L0E) 0.539 ± 0.013 0.522 ± 0.010

e+e� (L0H) 2.252 ± 0.098 1.627 ± 0.066

e+e� (L0I) 0.789 ± 0.029 0.595 ± 0.020

which is expected to be equal to unity. This quantity represents an extremely381

stringent test, as it does not benefit from the large cancellation of the experimental382

systematic e↵ects provided by the double ratio. The rJ/ ratio is measured to383

be 1.043 ± 0.006 ± 0.045, where the first uncertainty is statistical and the second384
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• Part. reco background controlled in two ways: 

• Using  

• Using 

B ! K⇤(J/ ! e+e�)

B ! K⇡⇡µ+µ�

Part-Reco Background − II

Simone Bifani 20
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JHEP 10 (2014) 064

›Modelled using two independent methods
»Create a K1+K2 cocktail from simulation and use B→XJ/y(ee) data to
determine their relative fraction
»Re-weight B+→K+p+p-ee simulated events using background
subtracted B+→K+p+p-µµ data
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Cross-checks (V)
• What about modelling of signal yield?
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Fit Results – ee
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Results

29

• Take ratio of signal yields and correct for efficiency to get         .

• LHCb results are 2.6 (RK), 2.4 and 2.2σ from the SM predictions and 
all in the same direction. 

• Error dominated by the statistical uncertainty.

•

•
•
•
• B+→ J/ψK+

• 3fb−1

RK = 0.745+0.090−0.074(stat.)
+0.036
−0.036(syst.)

• 2.6σ
•

•

Marcin Chrząszcz
/

LHCb: Phys. Rev. Lett. 113, 151601 (2014)

BaBar: Phys. Rev. D 86,032012 (2012)
Belle: Phys. Rev. Lett. 103,171801 (2009)

RK(⇤)

Results − II

› The compatibility of the result in the low-q2 with respect to the SM
prediction(s) is of 2.2-2.4 standard deviations
› The compatibility of the result in the central-q2with respect to the SM
prediction(s) is of 2.4-2.5 standard deviations
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• PRD 86 (2012) 032012
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› The measured values of RK*º are found to be in good agreement among
the three trigger categories in both q2 regions
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is assessed by incorporating a resolution e↵ect that takes into account the di↵erence between
the mass shape in simulated events for B+! J/ (! e+e�)K+ and B+! K+e+e� decays and
contributes a relative systematic uncertainty of 3% to the value of R

K

.
The e�ciency to select B+! K+µ+µ�, B+! K+e+e�, B+! J/ (! µ+µ�)K+ and B+!

J/ (! e+e�)K+ decays is the product of the e�ciency to reconstruct the final state particles.
This includes the geometric acceptance of the detector, the trigger and the selection e�ciencies.
Each of these e�ciencies is determined from simulation and is corrected for known di↵erences
relative to data. The use of the double ratio of decay modes ensures that most of the possible
sources of systematic uncertainty cancel when determining R

K

. Residual e↵ects from the trigger
and the particle identification that do not cancel in the ratio arise due to di↵erent final-state
particle kinematic distributions in the resonant and non resonant dilepton mass region.

The dependence of the particle identification on the kinematic distributions contributes a
systematic uncertainty of 0.2% to the value of R

K

. The e�ciency associated with the hardware
trigger on B+! J/ (! e+e�)K+ and B+! K+e+e� decays depends strongly on the kinematic
properties of the final state particles and does not entirely cancel in the calculation of R

K

, due
to di↵erent electron and muon trigger thresholds. The e�ciency associated with the hardware
trigger is determined using simulation and is cross-checked using B+ ! J/ (! e+e�)K+ and
B+! J/ (! µ+µ�)K+ candidates in the data, by comparing candidates triggered by the kaon
or leptons in the hardware trigger to candidates triggered by other particles in the event. The
largest di↵erence between data and simulation in the ratio of trigger e�ciencies between the
B+! K+`+`� and B+! J/ (! `+`�)K+ decays is at the level of 3%, which is assigned as a
systematic uncertainty on R

K

. The veto to remove misidentification of kaons as electrons contains
a similar dependence on the chosen binning scheme and a systematic uncertainty of 0.6% on R

K

is
assigned to account for this.

Overall, the e�ciency to reconstruct, select and identify an electron is around 50% lower than
the e�ciency for a muon. The total e�ciency in the range 1 < q2 < 6GeV2/c4 is also lower for
B+! K+`+`� decays than the e�ciency for the B+! J/ (! `+`�)K+ decays, due to the softer
lepton momenta in this q2 range.

The ratio of e�ciency-corrected yields of B+! K+e+e� to B+! J/ (! e+e�)K+ is deter-
mined separately for each type of hardware trigger and then combined with the ratio of e�ciency-
corrected yields for the muon decays. R

K

is measured to have a value of 0.72+0.09

�0.08

(stat)±0.04 (syst),
1.84+1.15

�0.82

(stat)± 0.04 (syst) and 0.61+0.17

�0.07

(stat)± 0.04 (syst) for dielectron events triggered by elec-
trons, the kaon or other particles in the event, respectively. Sources of systematic uncertainty are
assumed to be uncorrelated and are added in quadrature. Combining these three independent
measurements of R

K

and taking into account correlated uncertainties from the muon yields and
e�ciencies, gives

R
K

= 0.745+0.090

�0.074

(stat) ± 0.036 (syst).

The dominant sources of systematic uncertainty are due to the parameterization of the B+ !
J/ (! e+e�)K+ mass distribution and the estimate of the trigger e�ciencies that both contribute
3% to the value of R

K

.
The branching fraction of B+! K+e+e� is determined in the region from 1 < q2 < 6GeV2/c4

by taking the ratio of the branching fraction from B+ ! K+e+e� and B+ ! J/ (! e+e�)K+

decays and multiplying it by the measured value of B(B+! J/ K+) and J/ ! e+e� [11]. The

7
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Remarks I
• All of the muonic b—>sll branching fractions tend to be below the SM 

prediction. 

• If NP doesn’t couple (strongly) to first generation, one would naively 
expect RK to be less than unity.

30

• Its not particularly significant, but at least things are consistent.
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FIG. 6. Standard-Model di↵erential branching fraction (gray band) for B ! Kµ+µ� decay (left)
and B ! K⌧+⌧� (right), where B denotes the isospin average, using the Fermilab/MILC form
factors [62]. Experimental results for B ! Kµ+µ� are from Refs. [45, 146–148]. The BaBar, Belle,
and CDF experiments report isospin-averaged measurements.

logarithmically enhanced QED corrections.
Figure 6 plots the isospin-averaged Standard-Model di↵erential branching fractions for

B ! Kµ+µ� and B ! K⌧+⌧�. For B ! Kµ+µ� decay, we compare our results with
the latest measurements by BaBar [148], Belle [146], CDF [147], and LHCb [45]. Tables V
and VI give the partially integrated branching fractions for the charged (B+) and neutral
(B0) meson decays, respectively, for the same q2 bins used by LHCb in Ref. [45]. In the
regions q2 . 1 GeV2 and 6 GeV2 . q2 . 14 GeV2, uū and cc̄ resonances dominate the
rate. To estimate the total branching ratio, we simply disregard them and interpolate
linearly in q2 between the QCD-factorization result at q2 ⇡ 8.5 GeV2 and the OPE result at
q2 ⇡ 13 GeV2. Although this treatment does not yield the full branching ratio, it enables a
comparison with the quoted experimental totals, which are obtained from a similar treatment
of these regions. Away from the charmonium resonances, the Standard-Model calculation
is under good theoretical control, and the partially integrated branching ratios in the wide
high-q2 and low-q2 bins are our main results:

�B(B+ ! K+µ+µ�)SM ⇥ 109 =

⇢
174.7(9.5)(29.1)(3.2)(2.2), 1.1 GeV2  q2  6 GeV2,
106.8(5.8)(5.2)(1.7)(3.1), 15 GeV2  q2  22 GeV2,

(4.3)

�B(B0 ! K0µ+µ�)SM ⇥ 109 =

⇢
160.8(8.8)(26.6)(3.0)(1.9), 1.1 GeV2  q2  6 GeV2,
98.5(5.4)(4.8)(1.6)(2.8), 15 GeV2  q2  22 GeV2,

(4.4)

where the errors are from the CKM elements, form factors, variations of the high and low
matching scales, and the quadrature sum of all other contributions, respectively. LHCb’s
measurements for the same wide bins are [45]

�B(B+ ! K+µ+µ�)exp ⇥ 109 GeV2 =

⇢
118.6(3.4)(5.9) 1.1 GeV2  q2  6 GeV2,
84.7(2.8)(4.2) 15 GeV2  q2  22 GeV2,

(4.5)
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Figure 4. Differential branching fraction of the decay B0
s → φµ+µ−, overlaid with SM predic-

tions [4, 5] indicated by blue shaded boxes. The vetoes excluding the charmonium resonances are
indicated by grey areas.

efficiency on the underlying physics model. Its effect on the branching fraction measure-

ment is evaluated by varying the Wilson coefficient C9 used in the generation of simulated

signal events. By allowing a New Physics contribution of −1.5, which is motivated by the

global fit results in ref. [38], the resulting systematic uncertainty is found to be less than

1.6%. The selection requirements introduce a decay-time dependence of the efficiencies

which can, due to the sizeable lifetime difference in the B0
s system [39], affect the mea-

sured branching fraction [40]. The systematic uncertainty is determined with simulated

B0
s → φµ+µ− signal events, generated using time-dependent decay amplitudes as described

in ref. [12]. When varying the Wilson coefficients, the size of the effect is found to be at

most 1.6%, which is taken as the systematic uncertainty. The statistical uncertainty due to

the limited size of the simulated signal samples leads to a systematic uncertainty of 1.9%.

The systematic uncertainties due to the parametrisation of the mass shapes are eval-

uated using pseudoexperiments. For the signal mass model, events are generated using a

double Gaussian mass shape, and then fitted using both the double Gaussian as well as the

nominal signal mass shape, taking the observed deviation as the systematic uncertainty.

For the parametrisation of the combinatorial background, the nominal exponential function

is compared with a linear mass model. The systematic uncertainties due to the modelling

of the signal and background mass shape are 2.1% and 1.6%, respectively. Peaking back-

grounds are neglected in the fit for determination of the signal yields. The main sources of

systematic uncertainty are caused by contributions from the decays Λ0
b → pK−µ+µ− and

B0 → K∗0µ+µ−, resulting in systematic uncertainties of 0.2 − 2.2%, depending on the q2

bin. Finally, the uncertainty on the branching fraction of the decay J/ψ → µ+µ− amounts

to a systematic uncertainty of 0.6%. The complete list of systematic uncertainties is given

in table 2.

For the total branching fraction of the signal decay, the uncertainty on the branching

fraction of the normalisation channel is the dominant systematic uncertainty, at the level

– 8 –

FNAL/MILC, Phys. Rev. D 93, 034005 (2016)
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Figure 5: Di↵erential branching fraction of B0! K⇤(892)0µ+µ� decays as a function of q2. The
data are overlaid with the SM prediction from Refs. [48,49]. No SM prediction is included in the
region close to the narrow cc̄ resonances. The result in the wider q2 bin 15.0 < q2 < 19.0GeV2/c4

is also presented. The uncertainties shown are the quadratic sum of the statistical and systematic
uncertainties, and include the uncertainty on the B0! J/ K⇤0 and J/ ! µ+µ� branching
fractions.

Table 2: Di↵erential branching fraction of B0! K⇤(892)0µ+µ� decays in bins of q2. The first
uncertainty is statistical, the second systematic and the third due to the uncertainty on the
B0! J/ K⇤0 and J/ ! µ+µ� branching fractions.

q

2 bin (GeV2

/c

4) dB/dq2 ⇥ 10�7 (c4/GeV2)

0.10 < q

2

< 0.98 1.016+0.067

�0.073

± 0.029± 0.069

1.1 < q

2

< 2.5 0.326+0.032

�0.031

± 0.010± 0.022

2.5 < q

2

< 4.0 0.334+0.031

�0.033

± 0.009± 0.023

4.0 < q

2

< 6.0 0.354+0.027

�0.026

± 0.009± 0.024

6.0 < q

2

< 8.0 0.429+0.028

�0.027

± 0.010± 0.029

11.0 < q

2

< 12.5 0.487+0.031

�0.032

± 0.012± 0.033

15.0 < q

2

< 17.0 0.534+0.027

�0.037

± 0.020± 0.036

17.0 < q

2

< 19.0 0.355+0.027

�0.022

± 0.017± 0.024

1.1 < q

2

< 6.0 0.342+0.017

�0.017

± 0.009± 0.023

15.0 < q

2

< 19.0 0.436+0.018

�0.019

± 0.007± 0.030
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See Fernando’s talk for more details.
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Remarks II
• We are also seeing something strange in the angular distribution 

of the muonic decay,                   .

31
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• The global significance here is about 3.5, although now the theoretical 
uncertainty is not negligible.

B ! K⇤µµ See Fernando’s talk for more details.
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Remarks III
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Branching Ratios vs. Angular Observables
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Fits including Flavour Non-Universality
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The assumption of no NP in (s̄b)(ēe) operators is supported by the global fit
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• Global fits suggest a mostly vector like contribution is destructively 
interfering with muonic amplitude can cause such a discrepancy. 

• This matches with low BFs and angular analysis of K*µµ.
Interpretations of RK* 2/15 Altmannshofer et al.

arXiv:1704.05435v1
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FIG. 3. The LFU ratios RK(⇤) in the SM and two NP benchmark models as function of q2. Conerning the error bands, the
same comments as for Fig. 2 apply.

In Fig. 3 we show RK(⇤) as functions of q2 in the SM and
in the same NP scenarios as in Fig. 2. In the SM, RK(⇤)

are to an excellent approximation q2 independent. For
very low q2 ' 4m2

µ they drop to zero, due to phase space
e↵ects. NP contact interactions lead to an approximately
constant shift in RK . The ratio RK⇤ , on the other hand,
shows a non-trivial q2 dependence in the presence of NP.
In contrast to B ! K``, the B ! K⇤`` decays at low q2

are dominated by the photon pole, which gives a lepton
flavor universal contribution. The e↵ect of NP is there-
fore diluted at low q2. Given the current experimental
uncertainties, the measured q2 shape of RK⇤ is compati-
ble with NP in form of a contact interaction. Significant
discrepancies from the shapes shown in Fig. 3 would im-
ply the existence of light NP degrees of freedom around
or below the scale set by q2 and a breakdown of the ef-
fective Hamiltonian framework.

Assuming that the description in terms of contact
interactions holds, we translate the best fit values of
the Wilson coe�cients into a generic NP scale. Repa-
rameterizing the e↵ective Hamiltonian (5) as HNP

e↵ =
�
P

i Oi/⇤2
i , one gets

⇤i =
4⇡

e

1p
|VtbV ⇤

ts|
1p
|Ci|

vp
2

' 35 TeVp
|Ci|

. (11)

Based on perturbative unitarity we therefore predict the
existence of NP degrees of freedom below a scale of
⇤NP ⇠

p
4⇡ ⇥ 35 TeV/

p
|Ci| ⇠ 100 TeV.

Compatibility with other rare B decay anomalies. It is
natural to connect the discrepancies in RK(⇤) to the other
existing anomalies in rare decays based on the b ! sµµ
transition. In the plots of Fig. 1 we show in dotted gray
the 1, 2, and 3� contours from our global b ! sµµ fit that
does not take into account the measurements of the LFU
observables RK(⇤) and DP 0

4,5
[6]. We observe that the

blue regions prefered by the LFU observables are fully

compatible with the b ! sµµ fit. We have also per-
formed a full fit, taking into account all the observables
from the b ! sµµ fit, the branching ratio of Bs ! µ+µ�

(assuming it not to be a↵ected by scalar NP contribu-
tions), and the BaBar measurement of the B ! Xse

+e�

branching ratio [57]. This fit, shown in red, points to
a non-standard Cµ

9 ' �1.2 with very high singificance.
Wilson coe�cients other than Cµ

9 are constrained by the
global fit.

Compared to the LFU observables, the global b ! sµµ
fit depends more strongly on estimates of hadronic uncer-
tainties in the b ! s`` transitions. To illustrate the im-
pact of a hypothetical, drastic underestimation of these
uncertainties, we also show results of a global fit where
uncertainties of non-factorisable hadronic contributions
are inflated by a factor of 5 with respect to our nominal
estimates. In this case, the global fit becomes dominated
by the LFU observables, but the b ! sµµ observables
still lead to relevant constraints. For instance, the best-
fit value for Cµ

10 in Tab. I would imply a 50% suppresion
of the Bs ! µ+µ� branching ratio, which is already in
tension with current measurements [47], barring cancel-
lations with scalar NP contributions.

Conclusions. The discrepancies between SM predic-
tions and experimental results in the LFU ratios RK and
RK⇤ can be explained by NP four-fermion contact inter-
actions (s̄b)(¯̀̀ ) with left-handed quark currents. Future
measurements of LFU di↵erences of B ! K⇤`+`� angu-
lar observables can help to identify the chirality struc-
ture of the lepton currents. If the hints for LFU vio-
lation in rare B decays are first signs of NP, perturba-
tive unitarity implies new degrees of freedom below a
scale of ⇤NP ⇠ 100 TeV. These results are robust, i.e.
they depend very mildly on assumptions about the size
of hadronic uncertainties in the B ! K(⇤)`+`� decays.

Intriguingly, the measured values of RK and RK⇤ are

Compared to previous slide, uses Bharucha/Straub/Zwicky form factors. Statement in the 
paper that deviation from NP shapes at low-q2 would imply new light degrees of freedom

Altmannshofer et al. arXiv:1704.05435v1
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Remarks IV
• If we assume NP is heavy, its hard to accommodate the shift 

in the first q2 bin.
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Results − II

› The compatibility of the result in the low-q2 with respect to the SM
prediction(s) is of 2.2-2.4 standard deviations
› The compatibility of the result in the central-q2with respect to the SM
prediction(s) is of 2.4-2.5 standard deviations

Simone Bifani 33CERN Seminar
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• At low q2, the decay amplitude is dominated by the photon 
diagram - must be lepton universal! 

• There are models which get around this with light mediators (see 
e.g. Sala, Straub, arXiv:1704.06188).

/e-

/e+
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Summary and outlook
• Tests of lepton universality are excellent ways of looking for new 

physics. 

• In B decays, one is naturally sensitive to models coupling more 
strongly to the 2nd or 3rd generations. 

• We have two anomalies in both tree- and loop-level semileptonic B 
decays.
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Summary and outlook
• Updates from LHCb are coming soon so there’s no need to make your 

mind up yet. 

• All these results are based on run I data, the LHC has already 
produced the same number of B hadrons in our detector. 

• Expect improved precision on R(D*,D0) and RK. 

• Measurement of R(D*) with hadronic tau decays expected very soon.  

• Can also compare the angular distribution of these decays between 
the electronic and muonic versions. 

• Next one should be very soon.
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Back-ups

36
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R(D*) control samples
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5. Backup 18/25

B ! D⇤⇤(! D⇤+⇡)µ⌫ control sample

• Isolation MVA selects one track, M
D

⇤+⇡ around narrow D⇤⇤ peak !
select a sample enhanced in B! D⇤⇤µ+⌫

• Use this to constrain, justify B! D⇤⇤µ+⌫ shape for light D⇤⇤ states
• Also fit above, below narrow D⇤⇤ peak region to check all regions of

M
D

⇤+⇡ are modelled correctly in data

Anti-isolate signal to enrich particular backgrounds.

2. Fit 8/25

Background strategy

• Three main physics backgrounds:
B ! D⇤⇤(! D⇤⇡)µ⌫,B ! D⇤⇤(! D⇤⇡⇡)µ⌫, B ! D⇤DX

• Three control samples used to model shapes:
• Isolation MVA selects a single pion, two pions, or one kaon
• Each sample fitted using full model
• Data-driven systematic uncertainties
• Quality of fit used to justify modelling

• All combinatorial or misidentified backgrounds taken from data
• More details on everything in backups
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R(D*) 3D fit
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3D fit used to discriminate signal from backgrounds

2. Fit 7/25

Fit strategy

• Three dimesional template fit in Eµ (left), m2

missing

(middle), and q2

• Projections of fit to isolated data shown

• All uncertainties on template shapes incorporated in fit:
• Continuous variation in e.g di↵erent form factor parameters

Good agreement seen everywhere
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K*mm decay distribution

39

for q2 < 1GeV2
/c

4 and are therefore adopted for the full q2 range. The S1c observable
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Additional sets of observables, for which the leading B0 ! K

⇤0 form-factor uncertainties
cancel, can be built from FL and S3–S9. Examples of such optimised observables include
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component introduces two new complex amplitudes, AL,R
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The decay 
• Now we move to a P—>VV decay. 

• Rich angular structure.
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Brief Discussion: Why P 0
5 is largely a↵ected by CNP

9 < 0 and P 0
4 not?

P 0
5 was proposed for the first time in JHEP 1301 (2013) 048
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• Angular analysis desirable because: 

• Partially cancel QCD uncertainty. 

• Probe the helicity structure of NP.


