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Introduction

LHCb searches for NP

in FCNC with B (and D) decays, where new particles can enter in 
the loops and modify the SM prediction on some observables

LHCb Rare Decays (RD) analyses:

Search for B(s) →µµ rare decays

Update with 1 fb-1

Angular analysis of the B→K*µµ decay

Update with 1fb-1

Isospin Asymmetry B→K(*)µµ

Measurement of B(Bs→𝜙µµ)/B(Bs→J/ψ𝜙)

Measurement of B(Bs→𝜙γ)/B(B→K*γ) 
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Measurement of ACP B→K*γ
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Figure 1: Simultaneous fit of the full 2011 data for B0! K⇤0� (left) and B0 ! K⇤0� (right)

in linear scale (top) and in log scale (bottom) to enhance the di↵erent background contributions.

The black points represent the data and the fit result is represented as a solid blue line. The signal

is fitted with a double-sided Crystal Ball function (dashed green line). The generic combinatorial

background is modelled with an exponential function (dashed red lines). The specific background

contaminations are B+,0 ! K⇤0⇡+,0� (dotted black), B ! K⇤0⇡0X (dashed blue), B0
s ! K⇤0�

(dotted green), ⇤b ! ⇤⇤� (dashed pink), B0 ! K+⇡�⇡0
(dashed black) and B0

s ! K+⇡�⇡0

(dotted blue). The middle histograms display the Poisson �2
residuals [19], with the ±2� limits

represented by solid red lines.

where the error comes from the limited statistics in the sample. With the statistics avail-139

able in the control sample, no dependence in the detection asymmetry on the kinematics140

of the (K⇡) system has been found.141

Another instrumental bias might be induced by the magnetic field that spreads out the
opposite charge in di↵erent regions of the detector. Any non-uniformity of the instrumenal
performance could introduce a bias in the asymmetry measurement. This possible bias is
experimentally reduced by regularly flipping the magnetic polarity during the data taking.
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As the luminosity is slightly unbalanced between the two polarities, a residual bias could
remain. The bias has been studied by comparing the CP asymmetry measured in the data
subsamples with opposite magnet polarity. Both values are compatible within statistical
error and the luminosity-weighted average, ARAW = 0.004±0.017, is in perfect agreement
with the CP asymmetry measured in the full data sample. A residual bias consistent with
zero is obtained,

�AM = +0.001± 0.002, (7)

and added to the budget of systematic uncertainties.142

Because of the initial q.uark asymmetry, B0 and B

0 mesons are not exactly produced
with the same rate in pp collisions. The B production asymmetry, AP(B0), is given in
terms of the di↵erent production rates

AP(B
0) =

R(B0)�R(B0)

R(B0) +R(B0)
. (8)

It has been measured using a large sample of B0! J/ K

⇤0 decays [20], as

AP(B
0) = 0.010± 0.013, (9)

where the error is statistical only. Its contribution to the measured CP asymmetry is
diluted due to the neutral B meson oscillation. The reduction factor  is defined as

 =

R
cos(�mdt)e��dt

✏(t)dtR
cosh(��dt

2
)e��dt

✏(t)dt
, (10)

where ✏(t) is the proper time acceptance function of the signal selection. ✏(t) has been143

extracted from data by means of the sPlot technique [21] and the dilution factor is found144

to be  = 0.41± 0.04.145

correction uncertainty
Background model : �Abkg �0.002 ±0.007
Detection : �AD(K⇡) +0.010 ±0.002
Magnet polarity : �AM +0.001 ±0.002
B

0 production : �AP(B0) �0.004 ±0.005
Total +0.005 ±0.009

Table 2: Corrections to the raw asymmetry and corresponding systematic uncertainties.

Adding the above corrections, summarized in Tab. 2, to the raw asymmetry, the direct
CP asymmetry in B

0! K

⇤0
� is measured as

ACP (B
0! K

⇤0
�) = 0.008± 0.017(stat)± 0.009(syst). (11)
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SM prediction:                                    Experimental status:
           ACP = -0.0061±0.0043 

the first observation of the analogous decay in the B0
s sector, B0

s ! �� [4], leading to the
experimental ratio between B(B0! K⇤0�) and B(B0

s ! ��) :

B(B0! K⇤0�)

B(B0
s ! ��)

= 0.7± 0.3 (1)

BABAR (⇥10�5) Belle (⇥10�5) CLEO (⇥10�5) HFAG (⇥10�5)
B0! K⇤0� 4.47± 0.10± 0.16 4.01± 0.21± 0.17 4.55+0.72

�0.68 ± 0.34 4.33± 0.15
B0

s ! �� 5.7+1.8+1.2
�1.5�1.1 5.7+2.1

�1.8

Table 1: Current experimental measurements of the radiative decays branching ratios (in
units of 10�5) from BABAR [5], BELLE [4] and CLEO [6] experiment. The last column
gives the average value performed by the Heavy Flavor Averaging Group (HFAG) [7].

While the relative error on B(B0 ! K⇤0�), 3.5%, is currently dominated by17

the systematical uncertainty, B(B0
s ! ��) su↵ers from large statistical error so far18

and is only known at the 35% level. By obtaining a more precise measurement of the19

ratio of B’s, one could significantly improve the current experimental value of B(B0
s ! ��).20

21

The direct CP asymmetry of the B0! K⇤0� decay was first measured by the CLEO22

experiment in 1999 [6]. The current experimental status is summarized in Tab. 2. The23

ACP (B0! K⇤0�) value, currently dominated by the most recent measurement performed24

by the BABAR collaboration in 2009 [5], is in good agreement with the Standard Model25

expectation. It is however still limited by the statistical uncertainties.26

CLEOII BABAR Belle
ACP +0.08± 0.13± 0.03 �0.016± 0.022± 0.007 0.015± 0.044± 0.012

Table 2: Current experimental measurements of the direct CP asymmetry from CLEO [6],
BABAR [5] , Belle [4].

1.2 Current theoretical status27

The latest theoretical predictions regarding B! V � branching ratio come from NNLO28

calculations using SCET [8] and are summarized in Tab. 3.29

The current best prediction for the ratio between B(B0 ! K⇤0�) and B(B0
s ! ��)

braching fractions as given by theory calculations is :

B(B0! K⇤0�)

B(B0
s ! ��)

= 1.0± 0.2, (2)

where some of the uncertainties of the individual branching fractions in Tab. 3 have30

cancelled. An improved measurement of the B0
s ! �� branching fraction –combined with31

2

Correction by detector and production asymmetries:

PRL 84 (2000)             PRL 103 (2009)         RD 68 (2004)                  [arXiv:0406055]  

5 Results and conclusions146

In 1.0 fb�1 of pp collisions taken with the LHCb detector at a centre of mass energy ofp
s = 7 TeV, the direct CP asymmetry in the B

0! K

⇤0
� channel has been measured to

be
ACP (B

0! K

⇤0
�) = 0.008± 0.017(stat)± 0.009(syst), (12)

in agreement with the SM expectation, �0.0061 ± 0.0043 [6]. This is the most precise147

measurement of the direct CP asymmetry in the B

0! K

⇤0
� decay to date.148
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with the measured flavor asymmetry :

ARAW =
N (B0)�N (B0)

N (B0) +N (B0)
= 0.003± 0.017(stat), (2)

where the quoted error is statistical only.131

The relative contaminations from partially reconstructed radiative decays, measured132

as (10 ± 6)% and (24 ± 7)% of the B

0 ! K

⇤0
� and B

0 ! K

⇤0
� yields, respectively,133

are consistent for both B flavor, and in agreement with the expected rate from B

+,0 !134

K

⇤0
⇡

+,0
� decays. The contribution from the partial reconstruction of charmed decays at135

low mass is fit to (7± 8)% ((9± 8)%) of the B

0! K

⇤0
� (B0 ! K

⇤0
�) yield.136

The systematical uncertainty induced by the background modelling has been extracted
from a systematical exploration of the space of their fixed parameters. The fit has been
repeated by varying the amplitude and the shape parameters of each specific background
within their uncertainty. In addition, the CP asymmetry of those backgrounds has been
varied in the [-1,+1] range, except for B

0 ! K⇡⇡

0 decay for which the experimental
average, ACP (B0 ! K⇡⇡

0) = �0.15±0.12 [3], has been used. For each of the 104 repeated
fits, the variation ofARAW has been extracted. The variation of the raw asymmetry follows
a Gaussian distribution centred on �0.2% with a standard deviation of 0.7%. Therefore,
a correction of �Abkg = �0.002 ± 0.007 is applied on the raw value of the asymmetry.
A negligible systematical uncertainty induced by the signal modelling has been obtained
with a similar procedure. The possible double misidentification (K�

⇡

+) ! (K+
⇡

�)
that would induce a dilution of the measured raw asymmetry has been evaluated using
simulated events and also found to be negligible. Including the systematics associated to
the background model, the raw asymmetry is :

ARAW = 0.001± 0.017(stat)± 0.007(bkg). (3)

The physical CP asymmetry is related to the measured raw asymmetry by

ACP (B
0! K

⇤0
�) = ARAW(B0! K

⇤0
�)�AD(K⇡)� AP(B

0), (4)

where AD(K⇡) and AP(B0) represent the detection and production asymmetry, respec-137

tively. The  factor is a dilution factor due to the neutral B meson oscillation.138

The detection asymmetry is induced by the quark content of the kaon giving a di↵erent
interaction rate with the detector material depending on its charge. It can be defined in
terms of the detection e�ciencies of the charge conjugate final states by

AD(K⇡) =
✏(K�

⇡

+)� ✏(K+
⇡

�)

✏(K�
⇡

+) + ✏(K+
⇡

�)
. (5)

The related asymmetries have been studied elsewhere using control samples of charm
decays [20]. It has been found that the interaction asymmetry for K⇡ pairs is

AD(K⇡) = �0.010± 0.002, (6)

5
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Measurement B(Bs→𝜙µµ)/B(Bs→J/ψ𝜙)
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1 Introduction1

A measurement of the ratio of branching fractions for the two decays B0

s ! �µµ and B0

s ! J/ � is2

reported. The data set for this analysis corresponds to 1 fb�1of pp collisions at
p
s = 7TeV recorded3

with the LHCb detector. The LHCb detector is described in detail elsewhere [1]. Only the decay4

modes where �! K+K� and J/ ! µ+µ� are considered, such that the branching fraction ratio is5

given by the formula:6

B(B0

s ! �µµ)

B(B0

s ! J/ �)
=

N�µµ

NJ/ �
⇥ B(J/ ! µ+µ�)

1
⇥ "J/ �
"�µµ

(1)

7

where N�µµ/NJ/ � is the ratio of the number of signal events and "J/ �/"�µµ is the ratio of the8

combined reconstruction, selection and trigger e�ciencies. The branching fraction B(B0

s ! �µµ) is9

defined after integration of the partial width �(B0

s ! �µµ) over the full µ+µ� continuum spectrum,10

excluding the J/ and  0 resonances. The theoretical prediction for B(B0

s ! �µµ) is 1.61 ⇥ 10�6

11

[2] and it has been measured previously by the CDF experiment [3], where the accuracy of the12

measurement was strongly limited by statistics. B0

s ! �µµ is a flavour changing neutral current13

decay, which makes it sensitive to New Physics beyond the Standard Model (SM). When there is a14

su�cient amount of data collected in the future a measurement of the angular observables is sensitive15

to deviations from the SM caused by the influence of New Physics. Many of the techniques employed16

in this analysis have been developed for a similar analysis, which is based on data collected in 201017

[4].18

2 Event selection19

The two charged tracks of two muon candidates (µ+ and µ�) are combined to form an intermediate20

dimuon candidate, accepting the entire kinematically allowed dimuon mass range (0.0GeV2/c4 <21

Mµµ < 19.3GeV2/c4). Likewise the two charged tracks of two kaon candidates are combined to to22

form a � candidate. Both the dimuon and the � candidate are consequently combined to form a23

B0

s candidate with no mass constraint. The two muons and two kaons are also referred to as the24

daughter particles. It is ensured that all duplicate tracks are removed by only selecting tracks with25

a Kullback-Liebler (KL) distance greater than 5000 [5]. Additionally a good track quality (track26

�2/
n.d.o.f. less than 4) is required for all daughter tracks. The transverse momentum of all daughter27

candidates with respect to the beam axis, pT , has to be greater than 250MeV/c.28

The B0

s candidate decay vertex is on average displaced by O(10mm) from the primary vertex (PV),29

where the pp collision takes place in LHCb. Advantage is taken from the B0

s lifetime to reject tracks30

coming directly from the PV and therefore to reduce background events. This is achieved by requiring31

that the �2

IP

of each daughter track be greater than 16, where the �2

IP

is formed by the hypothesis32

that the track’s impact parameter (IP) with respect to the PV is equal to zero. Furthermore, the µ+

33

and µ� are required to be identified as muons by the LHCb particle identification system. For the µ+

34

and µ� the di↵erence in log-likelihood (� logL) between the muon and pion hypotheses is required35

to be greater than 0. Likewise for the kaons the di↵erence in log-likelihood between the kaon and36

pion hypotheses based on information from the ring imaging Čherenkov detectors is required to be37

greater than 5. The dikaon mass, MKK , has to be within ±10MeV of the nominal � mass, which38

corresponds to a ⇠ 5� width [6].39

The requirements on the B0

s candidate are that its proper time (⌧) is greater than 0.4 ps, its vertex40

1
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Figure 2: The mass distribution of B0

s candidates for B0

s ! J/ � on the left and for B0

s ! �µµ on
the right. The points show the data. A double Crystal Ball function (thin blue line) on top of an
exponential background (red dashed line) was fitted to the distribution on the left. All parameters
of the overall fit (thick blue line) converge. For the fit on the right the parameters were fixed to the
values obtained from the fit on the left.

The ratio of "geoJ/ �/"
geo

�µµ is estimated using MC. For the entire range of q2 we find:

"geoJ/ �

"geo�µµ

= 0.987± 0.005 (4)

68

where the error is obtained by changing the decay models of the MC to non-SM couplings, such as69

anomalous Wilson coe�cients C
7

and C
10

[9]. The outcome of each q2 bin is listed in Table 2.70

The selection and reconstruction e�ciency, "rec&sel

J/ � , is also calculated from MC. For the entire range71

of q2 we find:72

"rec&sel

J/ �

"rec&sel

�µµ

= 1.326± 0.090 (5)

73

where the error is due to small discrepancies between data and simulation, in particular the IP74

distribution. As a consequence of the kaon IP requirements the e�ciencies for B0

s ! �µµ at q2 close75

to the upper kinematic limit are smaller than the e�ciency for B0

s ! J/ �. The outcome of each q276

bin is listed in Table 2.77

The LHCb trigger system consists of three stages. Each stage is organised into several lines, which78

confirm events based on vertex, pT , IP and other detector information. In the highest stage the79

majority of candidates for this analysis is selected based on their topology by requiring two-to-three80

tracks to be reconstructed with a large mass and a vertex that is displaced from the PV. The lines81

chosen for this analysis do not favour one q2 region over others and therefore select B0

s ! �µµ as82

well as B0

s ! J/ � events in an unbiased manner. The trigger e�ciency in data can be calculated83

with a technique, which splits the data into three groups of events [10]: Events triggered only by84

the daughters of the B0

s candidate (A), events explicitly not triggered by the daughters of the B0

s85

candidate (B) and events triggered for both reasons (C). The trigger e�ciency is given by "trigger =86

4

Table 3: Summary of the B ratios in di↵erent bins of q2.

q2 bin (GeV2/c4) B(B0

s ! �µµ)/B(B0

s ! J/ �)

0.00 < q2 < 2.00 0.058⇥10�3 ± 0.018⇥10�3

2.00 < q2 < 4.30 0.045⇥10�3 ± 0.018⇥10�3

4.30 < q2 < 8.68 0.096⇥10�3 ± 0.026⇥10�3

10.09 < q2 < 12.86 0.092⇥10�3 ± 0.026⇥10�3

14.18 < q2 < 16.00 0.092⇥10�3 ± 0.027⇥10�3

16.00 < q2 < 19.30 0.097⇥10�3 ± 0.029⇥10�3

1.00 < q2 < 6.00 0.095⇥10�3 ± 0.027⇥10�3
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Figure 3: The distribution of B(B0

s ! �µµ) as a function of q2. The errors on each point are the
statistical and systematic uncertainties of that point combined.

Table 4: The individual systematic error contribution of each term to the final result.

Term systematic error (%)
N�µµ/NJ/ � 0.14
"geoJ/ �/"

geo

�µµ 0.35
"rec&sel

J/ � /"rec&sel

�µµ 4.74

"triggerJ/ � /"trigger�µµ 2.49
B(J/ ! µ+µ�) 0.01
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dB/dq2 vs q2
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N�µµ

NJ/ �
=

76.5± 9.5

11073.5± 113.0
= (6.905±0.863(stat)±0.014(syst))⇥10�3

(systematic uncertainty from fit model)

CONF note CONF note 

Paul Schaack (Imperial) B0

s ! �µµ February 16th, 2012 13 / 27

Experimental  status: 

Experimental Status

CDF mass peak (NS = 49± 7) and B in bins of q2 [1].

B(B0

s !�µµ)
B(B0

s !J/ �) = (1.13± 0.19(stat)± 0.07(syst))⇥ 10�3(CDF)

SM prediction
band

Paul Schaack (Imperial) B0

s ! �µµ February 16th, 2012 3 / 27

arXiv:1107.3753.

Nobserved⇥ (Nobserved+ NB⇥NA

NC )�1, where Nobserved = NA+NB+NC. Using this technique the trigger87

e�ciency of the control channel B0

s ! J/ � can be extracted, whereas for B0

s ! �µµ the yields88

are not su�cient for this technique to work. The trigger e�ciencies for the control channel obtained89

from data and from simulation are in good agreement, which validates using MC to calculate the90

e�ciency for B0

s ! �µµ events. The di↵erence is assigned as systematic uncertainty for each q2 bin.91

For the entire range of q2 we find:92

"triggerJ/ �

"trigger�µµ

= 1.038± 0.037 (6)

93

where the error is systematic. It is the combination of the uncertainty derived from di↵erences94

between MC and data described above, and the uncertainty due to slight changes in the trigger95

conditions throughout the 2011 data taking period. The outcome of each q2 bin is listed in Table 2.96

Table 2: Summary of all signal yields and e�ciency ratios in di↵erent bins of q2.

q2 bin (GeV2/c4) N�µµ "geoJ/ �/"
geo

�µµ "rec&sel

J/ � /"rec&sel

�µµ "triggerJ/ � /"trigger�µµ

0.00 < q2 < 2.00 9.8 ± 3.4 0.943 ± 0.010 1.003 ± 0.068 1.182 ± 0.042
2.00 < q2 < 4.30 7.3 ± 2.9 1.002 ± 0.007 1.012 ± 0.069 1.119 ± 0.040
4.30 < q2 < 8.68 17.0 ± 4.5 1.018 ± 0.010 0.989 ± 0.067 1.052 ± 0.037
10.09 < q2 < 12.86 17.2 ± 4.6 0.991 ± 0.007 1.038 ± 0.070 0.970 ± 0.034
14.18 < q2 < 16.00 14.7 ± 4.1 0.979 ± 0.003 1.281 ± 0.087 0.934 ± 0.033
16.00 < q2 < 19.30 12.0 ± 3.4 0.990 ± 0.007 1.682 ± 0.114 0.904 ± 0.032
1.00 < q2 < 6.00 15.9 ± 4.3 1.003 ± 0.007 1.011 ± 0.069 1.104 ± 0.039

5 Results97

Using Equation 1 and combining the results of Section 3 and 4 together with the PDG value for98

B(J/ ! µ+µ�) = (5.93± 0.06)⇥ 10�2 [6], we derive the integrated ratio of branching fractions:99

B(B0

s ! �µµ)

B(B0

s ! J/ �)
= (0.556± 0.069(stat)± 0.043(syst)± 0.006(B))⇥ 10�3

100

where the first error is statistical, the second error is systematic and the third error is due to the101

uncertainty on B(J/ ! µ+µ�). The results for the di↵erent bins of q2 are listed in Table 3. The102

results for the di↵erential branching fractions for B0

s ! �µµ with respect to q2 is shown in Figure 3.103

A breakdown of the total systematic error of the result can be seen in Table 4.104

6 Conclusions105

The discrepancy between the relative branching fraction measured by LHCb and by CDF is less than106

3� [3]. The absolute branching fraction of B0

s ! �µµ is obtained by replacing the control channel’s107

branching fraction with the corresponding PDG value B(B0

s ! J/ �) = (1.4± 0.5)⇥ 10�3 [6]. The108

result is B(B0

s ! �µµ) = (0.778± 0.097(stat)± 0.061(syst)± 0.278(B))⇥ 10�6.109

5
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In the SM, the γ/Z penguin introduces a forward/backward 
asymmetry (AFB), with a well defined zero-crossing point

SM q20 = (4.-4.3) GeV2/c2

This Asymmetry and other observables (FL,S3) can be 
altered by the presence of NP

Effective operators involved are: O7,O9,O10 

Measured previously by BaBar, Belle and CDF with 
inconclusive results

27Thursday, August 26, 2010 Frederic Teubert

New Lorentz structure: B!K*!+!-

Bd

!

!

sb

",Z0

K*

d d

But NP diagrams could also contribute at the same levelIn SM, the decay is a  b ! s penguin diagram

Br:(1.15+0.16
-0.15

) 10-6

•The measured Br agrees within 20% with the SM prediction.
•However, NP could modify the angular distributions by much more than this!

With 1 fb-1 LHCb expects 1.4k signal 
events with B/S < 0.5

Will LHCb find evidence for 
an anomalous magnetic 
moment in the EW penguin 
operators?

#(AFB) (1<q2<6 GeV2) = 
0.2  (with 0.1 fb-1)
0.07 (with 1 fb-1) 

80% of data

75% of data

4.4 fb-1

LHCb with 1 fb-1

SM

C7=-C7
SM

C9C10=-C9C10
SM

AFB=-AFB
SM

Intriguing hints from B!K(*)l+l-  

Forward backward asymmetry in 

B0!K*l+l- is a extremely powerful 

observable for testing SM vs NP 

•  Interference of axial & vector currents ! direct access to 

  relative phases of the  Wilson coefficients. 

•  Uncertainties of hadronic  form factors under control in the low-q2  region. 

48 

Sensitivity to NP 
W. Altmannshofer et al., JHEP 0901:019,2009 

See also: 
S. Descotes-Genon et. al., arXiv:1104.3342 
F. Kruger and J. Matias , Phys. Rev. D71 (2005) 094009 
J. Matias et al., JHEP, 1204:104, 2012 
… and reference therein   

Crossing point of the AFB 

Result of the 25% variation 
in C9  S6 = 4/3 AFB S3 = (1-FL)AT
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Crossing point of the AFB 

Result of the 25% variation 
in C9  S6 = 4/3 AFB S3 = (1-FL)AT
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LHCb-CONF-2012-008

sensitivity to zero-crossing point

See: F. Kruger, J. Matias PR D71(2005);
J.Matias et al, JHEP, 1204:104,2012

W. Altmannshofer et al, JHEP, 0901:019,2009

S6 = 4/3 AFBS3 = (1-FL) A2T
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Bd!K*(!K+π
 )�� 
This decay is descibed by three angles (�l,�K, ϕ) and the dimuon invariant mass squared (q2) 

This decay is sensitive to the effective operators 
O7, O9 , O10  
and their right-handed counter parts   

Angular Observables, where the hadronic 
uncertainty are under control and sensitive to 
New Physics can be built. 

2012.05.21            ����  
 

The decay is described by 3 angles (θl,θK,φ) and the q2 dimuon mass squared

Reduced expression of the angular distribution after φ folding:Bd!K*��: LHCb 

With the following folding !!!+"  if ! < 0 , the terms in cos!  e sin!  (I4, I5  , I7  and I8) cancel out, 
while the terms with cos2!  e sin2!  survive. 

The 3D fit in the angles (in bins of q2 ) allow to access:
- FL  , i.e. the longitudinal polarization of the K*  
- The AFB  of the leptonic system 
- A IM  asymmetry

- S3 =
1
2

(1"FL )AT
2, the transverse asymmetry 

2012.05.21            ����  
 

Thanks to a 3D fit in the angles (in bins of q2) we access

FL, the longitudinal polarization of K*

AFB, the forward/backwark dimuon asymmetry

AIm asymmetry

S3 = 1/2 (1-FL) A2T
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BDT using kinematic, vertex, track quality, IP 
and PID information

  B→K*J/ψ(µµ): signal, B→K*µµ sidebands: bkg

Remove charmonium resonances and veto 
peaking bkg 

 B→K*J/ψ, Bs→𝜙µµ
)2 (MeV / cµµπKm
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Figure 1: The K+⇡�µ+µ� versus µ+µ� invariant mass distribution for candidates in
the data. The solid-red lines indicate the cc resonance regions that are removed in the
analysis. The dashed-yellow line indicates the low-mass region that is contaminated by
partially-reconstructed backgrounds and removed in the analysis. The black lines indicate
a ±50 MeV/c2 window around the recostructed B0 mass.

q2 ( GeV2/c4) range Signal Yield Background Yield

4m2
µ < q2 < 2.00 162.4± 14.2 27.7± 3.8

2.00 < q2 < 4.30 71.4± 10.7 37.1± 4.1

4.30 < q2 < 8.68 270.5± 18.8 58.8± 5.5

10.09 < q2 < 12.90 167.0± 14.9 41.7± 4.5

14.18 < q2 < 16.00 113.0± 11.7 17.1± 3.0

16.00 < q2 < 19.00 115.0± 12.4 23.9± 3.6

1.00 < q2 < 6.00 195.2± 16.9 75.8± 6.0

4m2
µ < q2 < 19.00 900.0± 34.4 206.2± 10.3

Table 1: The signal and background yields resulting from a fit to the K+⇡�µ+µ� invariant
mass distributions of B0! K⇤0µ+µ� candidates in the six q2-bins used in the analysis,
the theoretically ‘favoured’ 1 < q2 < 6 GeV2/c4 range and in the full q2-range.

6

 cc resonances, partially rec bkg

Tune MC for known discrepancies with data (IP)

verification with B→K*J/ψ

Use simulation to correct event-by-event as a 
function of the angles and q2 

       BDT studied to keep acceptance in angles as flat 
as possible

BDT response
0.2 0.4 0.6 0.8 1

ar
b.

 u
ni

ts

0

1

2

3

4

Data
Corrected MC
Uncorrected MC

Preliminary
LHCb

Figure 2: The BDT response for B0! K⇤0J/ candidates in the data, uncorrected MC
simulation and after correcting the MC for known data-MC discrepancies.

7

B→K*J/ψ(µµ) 
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B→K*µµ  
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4/c2 < 12.86 GeV210.09 < q
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4/c2 < 16.0 GeV214.18 < q
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4/c2 < 19.0 GeV216.0 < q

Figure 3: The K+⇡�µ+µ� invariant mass distribution of B0! K⇤0µ+µ� candidates in
the data, in the six q2-bins used in the analysis. The fitted signal (green-long-dashed line)
and background shapes (dashed-red line) are described in the text.
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Figure 1: The K+⇡�µ+µ� versus µ+µ� invariant mass distribution for candidates in
the data. The solid-red lines indicate the cc resonance regions that are removed in the
analysis. The dashed-yellow line indicates the low-mass region that is contaminated by
partially-reconstructed backgrounds and removed in the analysis. The black lines indicate
a ±50 MeV/c2 window around the recostructed B0 mass.

q2 ( GeV2/c4) range Signal Yield Background Yield

4m2
µ < q2 < 2.00 162.4± 14.2 27.7± 3.8

2.00 < q2 < 4.30 71.4± 10.7 37.1± 4.1

4.30 < q2 < 8.68 270.5± 18.8 58.8± 5.5

10.09 < q2 < 12.90 167.0± 14.9 41.7± 4.5

14.18 < q2 < 16.00 113.0± 11.7 17.1± 3.0

16.00 < q2 < 19.00 115.0± 12.4 23.9± 3.6

1.00 < q2 < 6.00 195.2± 16.9 75.8± 6.0

4m2
µ < q2 < 19.00 900.0± 34.4 206.2± 10.3

Table 1: The signal and background yields resulting from a fit to the K+⇡�µ+µ� invariant
mass distributions of B0! K⇤0µ+µ� candidates in the six q2-bins used in the analysis,
the theoretically ‘favoured’ 1 < q2 < 6 GeV2/c4 range and in the full q2-range.
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S/B ∼ 0.25

900±34 signal events 

       BaBar+Belle+CDF 600
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Figure 4: The K+⇡�µ+µ� invariant mass distribution of B0! K⇤0µ+µ� candidates, in
the range 4m2

µ < q2 < 19 GeV2/c4, in the data after the full selection has been applied.
The fitted signal (green-long-dashed line) and background shapes (dashed-red line) are
described in the text.
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Figure 5: Di↵erential branching fraction as a function of q2. Points include both statistical
and systematic uncertainties. The theory predictions are described in Ref. [15].
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Differential B vs q2
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Figure 4: The K+⇡�µ+µ� invariant mass distribution of B0! K⇤0µ+µ� candidates, in
the range 4m2

µ < q2 < 19 GeV2/c4, in the data after the full selection has been applied.
The fitted signal (green-long-dashed line) and background shapes (dashed-red line) are
described in the text.
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Figure 5: Di↵erential branching fraction as a function of q2. Points include both statistical
and systematic uncertainties. The theory predictions are described in Ref. [15].
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Figure 6: Di↵erential branching fraction as a function of q2. BABAR [21], Belle [6]
and CDF [7] data points are included for reference. Points include both statistical and
systematic uncertainties. The theory predictions are described in Ref. [15].
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Figure 7: Lepton forward-backward asymmetry, AFB, as a function of q2. Points include
both statistical and systematic uncertainties. The theory predictions are described in
Ref. [15].
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Figure 6: Di↵erential branching fraction as a function of q2. BABAR [21], Belle [6]
and CDF [7] data points are included for reference. Points include both statistical and
systematic uncertainties. The theory predictions are described in Ref. [15].
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Figure 7: Lepton forward-backward asymmetry, AFB, as a function of q2. Points include
both statistical and systematic uncertainties. The theory predictions are described in
Ref. [15].
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Figure 8: Lepton forward-backward asymmetry, AFB, as a function of q2. BABAR [21],
Belle [6] and CDF [7] data points are included for reference. Points include both statistical
and systematic uncertainties. The theory predictions are described in Ref. [15].
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Figure 9: Fraction of longitudinal polarisation of the K⇤0, FL, as a function of q2. Points
include both statistical and systematic uncertainties. The theory predictions are described
in Ref. [15].
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Figure 8: Lepton forward-backward asymmetry, AFB, as a function of q2. BABAR [21],
Belle [6] and CDF [7] data points are included for reference. Points include both statistical
and systematic uncertainties. The theory predictions are described in Ref. [15].
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Figure 9: Fraction of longitudinal polarisation of the K⇤0, FL, as a function of q2. Points
include both statistical and systematic uncertainties. The theory predictions are described
in Ref. [15].
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Figure 10: Fraction of longitudinal polarisation of the K⇤0, FL, as a function of q2.
BABAR [21], Belle [6] and CDF [7] data points are included for reference. Points include
both statistical and systematic uncertainties. The theory predictions are described in
Ref. [15].
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Figure 11: The asymmetry S3 as a function of q2. Points include both statistical and
systematic uncertainties. The theory predictions are described in Ref. [15].
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AFB FL

AFB 
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LHCb CDF BELLE BaBarLHCb Collaboration:  LHCb-CONF-2012-008 

BaBar: S.Akar Lake Louise (2012) 
Belle: Phys.Rev.Lett. 103, 171801 (2009) 
CDF :Phys. Rev. Lett. 108, 081807 (2012 

Theory prediction from  
C. Bobeth, G. Hiller, D. van Dyk, JHEP 07, 067 (2011) 

AFB = 0.24!0.23
+0.18 ± 0.05   (0.1< q2 < 6.25GeV 2 )  BaBar

AFB = 0.26!0.30
+0.27 ± 0.07   (1< q2 < 6GeV 2 )  Belle

AFB = 0.29!0.23
+0.20 ± 0.07   (1< q2 < 6GeV 2 )  CDF

SM  : AFB = !0.04± 0.03      (1< q2 < 6GeV 2 ) AFB = !0.18!0.06!0.02
+0.06+0.01       (1< q2 < 6GeV 2 ) LHCb

In the past interpreted as a possible sign of 
flipped C7 wrt SM 

LHCb has the most precise measurement  
to date, consistent with SM prediction  

2012.05.21            ����  
 

In agreement with SM!
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AFB vs q2

Good agreement with SM!
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Figure 16: The AFB as a function of q2, that comes from the unbinned counting experiment
(blue dashed line) overlaid with the theory prediction from Ref. [15]. The data-points are
the result of counting forward- and backward-going events in 1 GeV2/c4 bins of q2. The
uncertainty on the data-points is statistical only. The red-hatched region is the 68%
confidence interval on the zero-crossing point observed in the data.
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(a) forward-going candidates
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(b) backward-going candidates

Figure 15: The q2 distribution of forward- and backward-going B0! K⇤0µ+µ� candi-
dates. Fitted with third order polynomial shapes for the signal (green-dashed line) and
second order polynomial shapes for the background (red-dotted line). The combination
of the signal and background shapes is indicated by the solid-blue line.
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(b) backward-going candidates

Figure 15: The q2 distribution of forward- and backward-going B0! K⇤0µ+µ� candi-
dates. Fitted with third order polynomial shapes for the signal (green-dashed line) and
second order polynomial shapes for the background (red-dotted line). The combination
of the signal and background shapes is indicated by the solid-blue line.
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forward

backward

an ensemble of simulated experiments. The SM prediction for the angular observables,103

and the prediction rate-averaged over the q2-bin, are also indicated on the figures. No104

SM prediction is included for the region between the cc resonances where the assumptions105

made in the prediction break down. No theory band is included for AIm, which is expected106

to be small, O(10�3) [3], in the SM. The theory predictions are described in Ref. [15] (and107

references therein).108

6 Zero-crossing point extraction109

In the SM, the forward-backward asymmetry of the dimuon system changes sign at a110

well defined point in q2, that is largely free from form-factor uncertainties. The zero-111

crossing point in data is extracted using an “unbinned-counting” technique, where the q2
112

distribution of forward- and backward-going candidates is extracted separately from the113

data using unbinned maximum-likelihood fits to the K+⇡�µ+µ� invariant mass and q2
114

distributions. The distribution of forward- and backward-going events in q2 is shown in115

Figs. 15(a) and (b). The q2 distribution is limited to 1.0 < q2 < 7.8 GeV2/c4, far from116

the photon-pole and cc resonances. The forward- and backward-going distributions as a117

function of q2 are properly normalized and subtracted to extract the zero-crossing point.118

The method is described in more details in [16]. The AFB obtained by this “unbinned119

counting” method is shown in Fig. 16, for comparison the result of a simple counting120

method is also shown. The zero-crossing point is measured to be121

q2
0 = (4.9+1.1

�1.3) GeV2/c4 ,

where the uncertainty is estimated using a bootstrapping technique [17]. This should122

be compared to SM predictions in the range 4.0 - 4.3 GeV2/c4 [18–20]. The “unbinned123

counting” technique has been validated using simulated experiments based on the SM124

prediction. With equivalent sized data-samples, 80% of simulated experiments have a125

single, well defined, zero-crossing point.126

7 Systematic uncertainties127

For the determination of AFB, FL, AIm and S3, the dominant sources of systematic un-128

certainty are related to the uncertainty on the event-by-event acceptance and on the129

modelling of the signal and background line-shapes. The uncertainty on the acceptance130

is explored by coherently varying the event-weights and repeating the fit for the angular131

observables. Uncertainties on the data-MC corrections (see Sect. 3) are also considered132

and indirectly cause a variation of the event-weights. For example the ratio of track-133

ing e�ciency between data and MC is fluctuated within its measured uncertainty. The134

systematic uncertainty on the angular observables is typically small compared to the135

statistical uncertainty.136

An additional systematic uncertainty has been assigned to account for the possible137

contribution from a S-wave K+⇡� system to the B0! K+⇡�µ+µ� decay. This has been138

4

Results constrain NP scenarios but the statistical precision is still limited 
compared with theory prediction



Isospin Analysis B→K(*)µµ

11

Isospin asymmetry

Measured by BaBar, Belle and CDF

B→K*µµ in agreement with SM

B→Kµµ some tension -deviated from zero-, dominated by Ksµµ 

See: T.Feldmann and J.Matias, 
JHEP, 01 (2002) 074

1 Introduction

The flavour-changing neutral current decays B! K(⇤)µ+µ� are forbidden at tree level in
the Standard Model (SM). Such transitions must proceed via loop or box diagrams and
are powerful probes of physics beyond the SM. Predictions for the branching fractions
of these decays su↵er from relatively large uncertainties due to form factor estimates.
Theoretically clean observables can be constructed from ratios or asymmetries where the
leading form factor uncertainties cancel. The CP averaged isospin asymmetry (A

I

) is such
an observable. It is defined as

A
I

=
�(B0! K(⇤)0µ+µ�)� �(B+! K(⇤)+µ+µ�)

�(B0! K(⇤)0µ+µ�) + �(B+! K(⇤)+µ+µ�)

=
B(B0! K(⇤)0µ+µ�)� ⌧0

⌧+
B(B+! K(⇤)+µ+µ�)

B(B0! K(⇤)0µ+µ�) + ⌧0
⌧+
B(B+! K(⇤)+µ+µ�)

,

(1)

where �(B ! f) and B(B ! f) are the partial width and branching fraction of the B ! f
decay and ⌧

0

/⌧
+

is the ratio of the lifetimes of the B0 and B+ mesons.1 For B! K⇤µ+µ�,
the SM prediction for A

I

is around �1% in the di-muon mass squared (q2) region below
the J/ resonance, apart from the very low q2 region where it rises to O(10%) as q2

approaches zero [1]. There is no precise prediction for A
I

in the B! Kµ+µ� case, but it
is also expected to be close to zero. The small isospin asymmetry predicted in the SM is
due to initial state radiation of the spectator quark, which is di↵erent between the neutral
and charged decays. Previously, A

I

has been measured to be significantly below zero in
the q2 region below the J/ resonance [2, 3]. In particular, the combined B! Kµ+µ� and
B! K⇤µ+µ� isospin asymmetries measured by the BaBar experiment were 3.9 � below
zero. For B! K⇤µ+µ�, A

I

is expected to be consistent with the B ! K⇤0� measurement
of 5± 3% [4] as q2 approaches zero. No such constraint is present for B! Kµ+µ�.

The isospin asymmetries are determined by measuring the di↵erential branch-
ing fractions of B+! K+µ+µ�, B0! K0

Sµ
+µ�, B0! (K⇤0 ! K+⇡�)µ+µ� and

B+! (K⇤+ ! K0

S⇡
+)µ+µ�; the decays involving a K0

L or ⇡0 are not considered. The
K0

S meson is reconstructed via the K0

S ! ⇡+⇡� decay mode. The signal selections are
optimised to provide the lowest overall uncertainty on the isospin asymmetries; this leads
to a very tight selection for the B+! K+µ+µ� and B0! (K⇤0 ! K+⇡�)µ+µ� chan-
nels where signal yield is sacrificed to achieve overall uniformity with the B0! K0

Sµ
+µ�

and B+! (K⇤+ ! K0

S⇡
+)µ+µ� channels, respectively. In order to convert a signal yield

into a branching fraction, the four signal channels are normalised to the correspond-
ing B ! J/ K(⇤) channels. The relative normalisation in each q2 bin is performed by
calculating the relative e�ciency between the signal and normalisation channels using
simulated events. The normalisation of B0! K0µ+µ� assumes that B(B0! K0µ+µ�) =
2B(B0 ! K0

Sµ
+µ�). Finally, A

I

is determined by simultaneously fitting the K(⇤)µ+µ�

mass distributions for all signal channels. Confidence intervals are estimated for A
I

from

1Charge conjugation is implied throughout this paper.
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Measure differential B:

B+→K*+(Ksπ+)µµ, B→K*µµ, 

B→Kµµ, B+→K+µµ 

Two tracking cathegories (long, downstream)

Use as control channel B→K*J/ψ(µµ)
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Figure 1: Mass of the di-muon versus the mass of the B+! K+µ+µ� candidates. Only
the di-muon mass region close to the J/ and  (2S) masses is shown. The lines show the
boundaries of the regions which are removed. Regions (a)–(c) are explained in the text.

Table 1: Signal yields of theB! K(⇤)µ+µ� decays. The upper bound of the highest q2 bin,
q2
max

, is 19.3GeV2/c4 and 23.0GeV2/c4 for B! K⇤µ+µ� and B! Kµ+µ�, respectively.

q2 range K0

Sµ
+µ� K+µ+µ� K⇤+µ+µ� K⇤0µ+µ�

[ GeV2/c4] L D L + D L D L + D

0.05� 2.00 1± 2 2± 3 135± 13 4± 3 5± 4 108± 11
2.00� 4.30 2± 3 �1± 3 175± 16 3± 2 5± 3 53± 9
4.30� 8.68 9± 4 16± 6 303± 22 4± 3 17± 6 203± 17
10.09� 12.86 4± 3 10± 4 214± 18 4± 3 15± 5 128± 14
14.18� 16.00 3± 2 3± 3 166± 15 5± 3 4± 3 90± 10
16.00� q2

max

5± 3 4± 3 257± 19 2± 1 4± 3 80± 11

1.00� 6.00 8± 4 3± 6 356± 23 5± 3 15± 5 155± 15

0.05� q2
max

25± 8 35± 11 1250± 42 23± 6 53± 10 673± 30

4 Signal yield determination

The yields for the signal channels are determined using extended unbinned maximum
likelihood fits to the K(⇤)µ+µ� mass in the range 5170–5700MeV/c2. These fits are per-

5

Vetoed regions



Isospin Analysis B→K(*)µµ

12

]4c/2 [GeV2q
0 5 10 15 20 25

]2
/G

eV
4 c × 

-8
 [1

0
2 q

/dBd

-1

0

1

2

3

4

5

Theory Binned theory Data

LHCb-µ+µ0 K→ 0B

]4c/2 [GeV2q
0 5 10 15 20

]2
/G

eV
4 c × 

-8
 [1

0
2 q

/dBd

0
2
4
6
8

10
12
14
16
18
20

Theory Binned theory Data

LHCb-µ+µ*+ K→ +B

Figure 4: Di↵erential branching fractions of (left) B0! K0µ+µ� and (right)
B+! K⇤+µ+µ�. The theoretical SM predictions are taken from Refs. [22, 23].
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Figure 5: Isospin asymmetry of (left) B! Kµ+µ� and (right) B! K⇤µ+µ�. For
B! K⇤µ+µ� the theoretical SM prediction, which is very close to zero, is shown for
q2 below 8.68GeV/c2, from Ref. [24].

two cases. The confidence intervals are also determined by scanning the profile likelihood.
The significance of the deviation from the null hypothesis is obtained by fixing A

I

to be
zero and computing the di↵erence in the negative log-likelihood from the nominal fit.

In summary, the isospin asymmetries of B ! K(⇤)µ+µ� decays and the branching
fractions of B0 ! K0µ+µ� and B+ ! K⇤+µ+µ� are measured, using 1.0 fb�1 of data
taken with the LHCb detector. In the two q2 bins below 4.3GeV/c2 and in the highest bin
above 16GeV/c2 the isospin asymmetry is negative in the B! Kµ+µ� channel. These
q2 regions are furthest from the charmonium regions and are therefore cleanly predicted
theoretically. This asymmetry is dominated by a deficit in the observed B0 ! K0µ+µ�

signal. Ignoring the small correlation of errors between each q2 bin, the significance of
the deviation from zero integrated across q2 is calculated to be 4.4 �. The B! K⇤µ+µ�
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two cases. The confidence intervals are also determined by scanning the profile likelihood.
The significance of the deviation from the null hypothesis is obtained by fixing A

I

to be
zero and computing the di↵erence in the negative log-likelihood from the nominal fit.

In summary, the isospin asymmetries of B ! K(⇤)µ+µ� decays and the branching
fractions of B0 ! K0µ+µ� and B+ ! K⇤+µ+µ� are measured, using 1.0 fb�1 of data
taken with the LHCb detector. In the two q2 bins below 4.3GeV/c2 and in the highest bin
above 16GeV/c2 the isospin asymmetry is negative in the B! Kµ+µ� channel. These
q2 regions are furthest from the charmonium regions and are therefore cleanly predicted
theoretically. This asymmetry is dominated by a deficit in the observed B0 ! K0µ+µ�

signal. Ignoring the small correlation of errors between each q2 bin, the significance of
the deviation from zero integrated across q2 is calculated to be 4.4 �. The B! K⇤µ+µ�
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Differential B 

Isospin Asimmetry

In agreement with SM and with 
previous measurements!

Tension confirmed!
but difficult to interpret

Deviation from 0 in all q2 rate is 4.4 σ



Search for the B(s)→µµ decay

SM prediction (FCNC, helicity suppressed) 

SM B(Bs→µµ) = (3.2±0.2) 10-9 

SM B(B→µµ) = (0.1±0.01) 10-9

Branching ratio very sensitive to NP

Current Status 

LHCb limit:

 B(Bs→µµ) < 1.4 10-8 95 % C.L (LHCb)  

 B(B→µµ)  < 3.2 10-9 95 % C.L (LHCb)

CDF has an excess of events (10 fb-1): 

B(Bs→µµ)  = (1.0+0.8-0.6) 10-8 (CDF)

B(Bs→µµ) < 7.7 10-9 95 % C.L (CMS)
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[0.37 fb-1 arXiv:1112.3515,        
PLB 707 (2012) 497-505 ]
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• In generic 2HDM-II (where different Higgs fields contribute to u(d)-quarks), the BR is 

proportional to  tan4!, (the ratio of Higgses vacuum expectations values):

• In the MSSM (with R-parity), diagrams including charginos has a higher dependence 

with tan! than the 2HDM, and the BR is proportional to tan6!:

Thursday, August 26, 2010 12Frederic Teubert

Rare decays: Bs ! ""

with "q = mq/mb << 1 and m"/mB << 1. Hence if CS,P are of 

the same order of magnitude than CA they dominate by far.

! This decay is very sensitive to New Physics with new scalar and/or pseudoscalar
interactions.  

! Highly interesting to probe models with extended Higgs sector!                     .
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B(s)→µµ 

Similar selection for signal and 
normalization channels:

  B+→J/ψ(µµ)K+, Bs→J/ψ(µµ)𝜙, B→Kπ

14

see Tab. 41. We then apply this e�ciency map to the muon spectrum of the B0
s! µ+µ�

MC sample. The estimated trigger e�ciency for B0
s! µ+µ� events is:

✏TRIG|SEL

B0
s!µ+µ� = (91.4± 0.4stat ± 3.9syst )%, (38)

The systematic error is the combination of two errors: one associated to the TISTOS1503

method applied to B0
s! µ+µ� (3%) and the second one due to the 2.5% of B0

s! µ+µ�1504

events that are triggered not using the muon triggers.1505

The ratio of trigger e�ciencies between the signal and the B+ ! J/ K+ and the
B0

s ! J/ � normalization channels is then computed as the ratio of the two e�ciencies:

✏TRIG|SEL

B+!J/ K+

✏TRIG|SEL

B0
s!µ+µ�

=
✏TRIG|SEL

B0
s!J/ (µ+µ�)�(KK)

✏TRIG|SEL

B0
s!µ+µ�

= (95.4± 0.4stat ± 1syst )%, (39)

where the systematic error has been evaluated from MC. It is small because the bias due1506

to the TISTOS method is the same for the two channels and cancels in the ratio.1507

Table 40: Trigger decisions used to to compute the trigger e�ciency map discussed in the
text.

L0Muon, L0Dimuon
Hlt1SingleMuonNoIP, Hlt1TrackAllL0, Hlt1TrackMuon,
Hlt1DiMuonHighMass, Hlt1DiMuonLowMass, Hlt1SingleMuonHighPT
Hlt2DiMuonB, Hlt2DiMuon, Hlt2DiMuonDetached,
Hlt2DiMuonDetachedHeavy, Hlt2DiMuonDetachedJPsi,
Hlt2SingleMuonHighPT, Hlt2SingleMuon, Hlt2TopoMu2BodyBBDT,
Hlt2TopoMu3BodyBBDT, Hlt2TopoMu4BodyBBDT

Table 41: Trigger decisions used to to compute the TIS e�ciency.

L0 L0.*Decision
HLT1 Routing bit 46 (Hlt1Physics)

’Hlt1(?!ODIN)(?!L0)(?!Lumi)(?!Tell1)(?!MB)(?!NZS)(?!Velo)(?!BeamGas)(?!Incident).*Decision’
HLT2 Routing bit 77 (Hlt2Physics)

’Hlt2(?!Forward)(?!DebugEvent)(?!Express)(?!Transparent)(?!PassThrough).*Decision’

10.5.3 Global event cuts1508

The e↵ect of GECs has been evaluated repeating the e�ciency evaluation using only the1509

TIS L0DiMuon, as it is the only L0 line with a loose SPD multiplicity cut. The absolute1510

105

new! added a multi variate cut to the selection
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✏TIS(L0 ⇥ HLT1) was computed in Sec. 10.5.1. We estimate from the MC the HLT2
e�ciency on L0 and HLT1 B0

(s) ! h+h
0� TIS events to be ✏HLT2 = 83.6 %, this gives:

✏TIS/SEL
hh = (4.4± 0.3) %. The ratio of trigger e�ciencies is:

✏TIS/SEL
hh

✏TRIG|SEL

B0
s!µ+µ�

= (5.13± 0.09± 0.4)% (43)

The total number of B0
(s) ! h+h

0� has been computed when calibrating the BDT, and1539

found to be: Nhh = 16734± 757.1540

10.7 Normalization factor1541

The normalization factor ↵cal for the di↵erent control channels and the factors that enters1542

in its calculation, that has been presented along this Section, are listed in Table 42. To1543

obtain ↵cal we have used: fd/fs = 3.75± 0.29 [56].1544

Table 42: Summary of the factors and their uncertainty entering in the normalization for
the three normalization channels considered.

B ✏REC
cal ✏

SEL|REC
cal

✏REC
sig ✏

SEL|REC
sig

✏
TRIG|SEL
cal

✏
TRIG|SEL
sig

Ncal ↵cal
Bd!µ+µ� ↵cal

Bs!µ+µ�

(⇥10�5) (⇥10�11) (⇥10�10)

B+ ! J/ K+ 6.01± 0.21 0.502± 0.013 0.954± 0.022 340 129± 4468 8.464± 0.433 3.170± 0.297

B0

s ! J/ � 3.4± 0.9 0.245± 0.011 0.954± 0.022 19 035± 158 11.13± 3.124 4.169± 1.123

B0 ! K+⇡� 1.94± 0.06 0.857± 0.028 0.0469± 0.0034 10 124± 916 7.709± 0.957 2.887± 0.424

A weighted average taking the tracking and trigger uncertainties to be correlated1545

between the two J/ normalization channels, and the uncertainty on fd/fs to be correlated1546

between the B+ ! J/ K+ and B0 ! K+⇡�, gives:1547

↵B0
s!µ+µ� = (3.19± 0.28)⇥ 10�10 , (44)

↵B0!µ+µ� = (8.38± 0.39)⇥ 10�11 , (45)

which are the normalization factors used in the computation of the limits.1548
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B+→J/ψ(µµ)K+ mass

Bs→J/ψ(µµ)𝜙 mass

5

of closest approach between the two muons, the cosine309

of the angle between the muon momentum in the B rest310

frame and the vector perpendicular to the B momentum311

and the beam axis, the sum of the degrees of isolation312

of the two muons with respect to any other track in the313

event, and the B degree of isolation [? ].314

No data were used in the choice of the multivariate315

discriminant and of the set of variables, in order not to316

bias the result. The BDT output is independent of the317

invariant mass for signal inside the search window, the318

correlation with the radiative tail being at the level of319

few percent, and it is defined such that the signal is ap-320

proximately uniformly distributed between zero and one,321

while the background peaks at zero. The BDT is trained322

using simulated samples (B0

(s) ! µ+µ� for signal and323

bb̄ ! µ+µ�X for background where X is any other set324

of particles).325

The probability for a signal event to have a given BDT326

output value is obtained from data using an inclusive327

B0

(s) ! h+h
0� sample. Only events triggered indepen-328

dently of the presence of any track from the signal can-329

didates have been considered.330

The number of B0

(s) ! h+h
0� signal events in each331

BDT output bin is determined by fitting the hh0 invari-332

ant mass distribution under the µµmass hypothesis. The333

maximum spread in the fractional yield obtained by fit-334

ting the same dataset with di↵erent models is used to335

evaluate the systematic uncertainty on the signal BDT336

probability distribution function (PDF) [? ].337

The binning of the BDT and invariant mass dis-338

tributions has been fully re-optimized with respect to339

Ref. [? ] for the B0

s ! µ+µ� mode assuming SM340

B(B0

s ! µ+µ�) predictions and an integrated luminosity341

of 1 fb�1, using Monte Carlo (MC) techniques. The fi-342

nal number and size of the bins is a compromise between343

having the maximum number of bins and the necessity344

to have enough B0

(s) ! h+h
0� events to calibrate the345

B0

s ! µ+µ� BDT and enough background in the side-346

bands in each bin to estimate the combinatorial back-347

ground in the B0

s and B0 mass regions. The BDT range348

is then divided in 8 bins (see Table I) and the invari-349

ant mass range in 9 bins whose boundaries are defined350

by m(B0

(s)) ± 18, 30, 36, 48, 60MeV/c2. The new binning351

improves the significance by about 7% with respect to352

Ref. [? ]; more than 97% of the total sensitivity is con-353

tained in the BDT bins with values above 0.5.354

The BDT and invariant mass shapes for the combi-355

natorial background inside the signal regions are deter-356

mined from data by interpolating the number of ex-357

pected events using the invariant mass sidebands in358

each BDT bin. The boundaries of the signal regions359

are defined as mB0
s(B

0
)

± 60MeV/c2 and the mass side-360

bands as [mB0
s(B

0
)

� 600MeV/c2,mB0
s(B

0
)

� 60MeV/c2]361

and [mB0
s(B

0
s)

+ 60MeV/c2, 6000MeV/c2]. The low-mass362

sideband is potentially polluted by cascading b ! cµ⌫ !363

µµX decays below 4900MeV/c2 and peaking background364

from B0

(s) ! h+h
0� candidates with the two hadrons365

misidentified as muons above 5000MeV/c2. Consequently366

the number of expected combinatorial background events367

is obtained with a fit to an exponential function to the368

events in the reduced low-mass range [4900, 5000]MeV/c2369

and in the full high-mass sidebands. As a cross-check,370

two other models, the sum of two exponential functions371

and a linear function, have been used to fit the events in372

di↵erent ranges of sidebands providing consistent back-373

ground estimates inside the signal regions. A systematic374

uncertainty is introduced if the yields in the signal regions375

di↵er by more than 1� between the fit models. The con-376

tribution of B+

c ! J/ (µ+µ�)µ+⌫ and B0

s ! µ+µ��377

exclusive decays has been found to be negligible with378

respect to the combinatorial and B0

(s) ! h+h
0� back-379

grounds.380

Peaking backgrounds from B0

(s) ! h+h
0� events have381

been evaluated by folding the K ! µ and ⇡ ! µ382

misidentification rates extracted from a D0 ! K⇡ sam-383

ple in bins of p and pT into the spectrum of selected MC384

B0

(s) ! h+h
0� events. The mass line shape of the peak-385

ing background is obtained from a simulated sample of386

doubly-misidentified B0

(s) ! h+h
0� events. The num-387

ber of doubly-misidentified B0

(s) ! h+h
0� events in the388

B0

s (B0) signal mass windows is 0.5+0.2
�0.1 (2.6+1.1

�0.4) events389

respectively. The BDT distribution of the peaking back-390

ground has been extracted by evaluating the fraction of391

the double misidentification probability in each BDT bin392

and distributing the events accordingly.393

The numbers of B0

s ! µ+µ� and B0 ! µ+µ� candi-394

dates are translated into branching fractions using:395

B = B
norm

⇥ ✏
norm

✏
sig

⇥ f
norm

fd(s)
⇥

NB0
(s)

!µ+µ�

N
norm

= ↵norm

B0
(s)

!µ+µ� ⇥NB0
(s)

!µ+µ� , (1)

where fd(s) and f
norm

are the probabilities that a b quark396

fragments into a B0

(s) and into the hadron involved in the397

given normalization mode. We use fs/fd = 0.267+0.021
�0.020 [?398

] and we assume fd = fu. B
norm

is the branching frac-399

tion and N
norm

the number of selected candidates in the400

normalization channel. The e�ciency ✏
sig(norm)

for the401

signal (normalization channel) is the product of the re-402

construction e�ciency of all the final state particles of403

the decay including the geometric acceptance of the de-404

tector, the selection e�ciency for reconstructed events,405

and the trigger e�ciency for reconstructed and selected406

events. Finally, ↵norm

B0
(s)

!µ+µ� is the normalization factor407

and NB0
(s)

!µ+µ� the number of observed signal events.408

N
norm

is obtained from a fit to the invariant mass dis-409

tribution of the given sample. The observed number of410

B+ ! J/ K+, B0

s ! J/ � and B0 ! K+⇡� candi-411

dates are 340 129± 4468, 19 035± 158 and 10 124± 916,412

respectively.413

✏TIS(L0 ⇥ HLT1) was computed in Sec. 10.5.1. We estimate from the MC the HLT2
e�ciency on L0 and HLT1 B0

(s) ! h+h
0� TIS events to be ✏HLT2 = 83.6 %, this gives:

✏TIS/SEL
hh = (4.4± 0.3) %. The ratio of trigger e�ciencies is:

✏TIS/SEL
hh

✏TRIG|SEL

B0
s!µ+µ�

= (5.13± 0.09± 0.4)% (43)

The total number of B0
(s) ! h+h

0� has been computed when calibrating the BDT, and1539

found to be: Nhh = 16734± 757.1540

10.7 Normalization factor1541

The normalization factor ↵cal for the di↵erent control channels and the factors that enters1542

in its calculation, that has been presented along this Section, are listed in Table 42. To1543

obtain ↵cal we have used: fd/fs = 3.75± 0.29 [56].1544

Table 42: Summary of the factors and their uncertainty entering in the normalization for
the three normalization channels considered.

B ✏REC
cal ✏

SEL|REC
cal

✏REC
sig ✏

SEL|REC
sig

✏
TRIG|SEL
cal

✏
TRIG|SEL
sig

Ncal ↵cal
Bd!µ+µ� ↵cal

Bs!µ+µ�

(⇥10�5) (⇥10�11) (⇥10�10)

B+ ! J/ K+ 6.01± 0.21 0.502± 0.013 0.954± 0.022 340 129± 4468 8.464± 0.433 3.170± 0.297

B0

s ! J/ � 3.4± 0.9 0.245± 0.011 0.954± 0.022 19 035± 158 11.13± 3.124 4.169± 1.123

B0 ! K+⇡� 1.94± 0.06 0.857± 0.028 0.0469± 0.0034 10 124± 916 7.709± 0.957 2.887± 0.424

A weighted average taking the tracking and trigger uncertainties to be correlated1545

between the two J/ normalization channels, and the uncertainty on fd/fs to be correlated1546

between the B+ ! J/ K+ and B0 ! K+⇡�, gives:1547

↵B0
s!µ+µ� = (3.19± 0.28)⇥ 10�10 , (44)

↵B0!µ+µ� = (8.38± 0.39)⇥ 10�11 , (45)

which are the normalization factors used in the computation of the limits.1548
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of closest approach between the two muons, the cosine309

of the angle between the muon momentum in the B rest310

frame and the vector perpendicular to the B momentum311

and the beam axis, the sum of the degrees of isolation312

of the two muons with respect to any other track in the313

event, and the B degree of isolation [? ].314

No data were used in the choice of the multivariate315

discriminant and of the set of variables, in order not to316

bias the result. The BDT output is independent of the317

invariant mass for signal inside the search window, the318

correlation with the radiative tail being at the level of319

few percent, and it is defined such that the signal is ap-320

proximately uniformly distributed between zero and one,321

while the background peaks at zero. The BDT is trained322

using simulated samples (B0

(s) ! µ+µ� for signal and323

bb̄ ! µ+µ�X for background where X is any other set324

of particles).325

The probability for a signal event to have a given BDT326

output value is obtained from data using an inclusive327

B0

(s) ! h+h
0� sample. Only events triggered indepen-328

dently of the presence of any track from the signal can-329

didates have been considered.330

The number of B0

(s) ! h+h
0� signal events in each331

BDT output bin is determined by fitting the hh0 invari-332

ant mass distribution under the µµmass hypothesis. The333

maximum spread in the fractional yield obtained by fit-334

ting the same dataset with di↵erent models is used to335

evaluate the systematic uncertainty on the signal BDT336

probability distribution function (PDF) [? ].337

The binning of the BDT and invariant mass dis-338

tributions has been fully re-optimized with respect to339

Ref. [? ] for the B0

s ! µ+µ� mode assuming SM340

B(B0

s ! µ+µ�) predictions and an integrated luminosity341

of 1 fb�1, using Monte Carlo (MC) techniques. The fi-342

nal number and size of the bins is a compromise between343

having the maximum number of bins and the necessity344

to have enough B0

(s) ! h+h
0� events to calibrate the345

B0

s ! µ+µ� BDT and enough background in the side-346

bands in each bin to estimate the combinatorial back-347

ground in the B0

s and B0 mass regions. The BDT range348

is then divided in 8 bins (see Table I) and the invari-349

ant mass range in 9 bins whose boundaries are defined350

by m(B0

(s)) ± 18, 30, 36, 48, 60MeV/c2. The new binning351

improves the significance by about 7% with respect to352

Ref. [? ]; more than 97% of the total sensitivity is con-353

tained in the BDT bins with values above 0.5.354

The BDT and invariant mass shapes for the combi-355

natorial background inside the signal regions are deter-356

mined from data by interpolating the number of ex-357

pected events using the invariant mass sidebands in358

each BDT bin. The boundaries of the signal regions359

are defined as mB0
s(B

0
)

± 60MeV/c2 and the mass side-360

bands as [mB0
s(B

0
)

� 600MeV/c2,mB0
s(B

0
)

� 60MeV/c2]361

and [mB0
s(B

0
s)

+ 60MeV/c2, 6000MeV/c2]. The low-mass362

sideband is potentially polluted by cascading b ! cµ⌫ !363

µµX decays below 4900MeV/c2 and peaking background364

from B0

(s) ! h+h
0� candidates with the two hadrons365

misidentified as muons above 5000MeV/c2. Consequently366

the number of expected combinatorial background events367

is obtained with a fit to an exponential function to the368

events in the reduced low-mass range [4900, 5000]MeV/c2369

and in the full high-mass sidebands. As a cross-check,370

two other models, the sum of two exponential functions371

and a linear function, have been used to fit the events in372

di↵erent ranges of sidebands providing consistent back-373

ground estimates inside the signal regions. A systematic374

uncertainty is introduced if the yields in the signal regions375

di↵er by more than 1� between the fit models. The con-376

tribution of B+

c ! J/ (µ+µ�)µ+⌫ and B0

s ! µ+µ��377

exclusive decays has been found to be negligible with378

respect to the combinatorial and B0

(s) ! h+h
0� back-379

grounds.380

Peaking backgrounds from B0

(s) ! h+h
0� events have381

been evaluated by folding the K ! µ and ⇡ ! µ382

misidentification rates extracted from a D0 ! K⇡ sam-383

ple in bins of p and pT into the spectrum of selected MC384

B0

(s) ! h+h
0� events. The mass line shape of the peak-385

ing background is obtained from a simulated sample of386

doubly-misidentified B0

(s) ! h+h
0� events. The num-387

ber of doubly-misidentified B0

(s) ! h+h
0� events in the388

B0

s (B0) signal mass windows is 0.5+0.2
�0.1 (2.6+1.1

�0.4) events389

respectively. The BDT distribution of the peaking back-390

ground has been extracted by evaluating the fraction of391

the double misidentification probability in each BDT bin392

and distributing the events accordingly.393

The numbers of B0

s ! µ+µ� and B0 ! µ+µ� candi-394

dates are translated into branching fractions using:395

B = B
norm

⇥ ✏
norm

✏
sig

⇥ f
norm

fd(s)
⇥

NB0
(s)

!µ+µ�

N
norm

= ↵norm

B0
(s)

!µ+µ� ⇥NB0
(s)

!µ+µ� , (1)

where fd(s) and f
norm

are the probabilities that a b quark396

fragments into a B0

(s) and into the hadron involved in the397

given normalization mode. We use fs/fd = 0.267+0.021
�0.020 [?398

] and we assume fd = fu. B
norm

is the branching frac-399

tion and N
norm

the number of selected candidates in the400

normalization channel. The e�ciency ✏
sig(norm)

for the401

signal (normalization channel) is the product of the re-402

construction e�ciency of all the final state particles of403

the decay including the geometric acceptance of the de-404

tector, the selection e�ciency for reconstructed events,405

and the trigger e�ciency for reconstructed and selected406

events. Finally, ↵norm

B0
(s)

!µ+µ� is the normalization factor407

and NB0
(s)

!µ+µ� the number of observed signal events.408

N
norm

is obtained from a fit to the invariant mass dis-409

tribution of the given sample. The observed number of410

B+ ! J/ K+, B0

s ! J/ � and B0 ! K+⇡� candi-411

dates are 340 129± 4468, 19 035± 158 and 10 124± 916,412

respectively.413

10 SM signal events in 17 k candidates [4.9, 6] GeV/c2 mass window!

LHCb 
preliminary

LHCb 
preliminary

PRL 107 (2011) 211801, 
arXiv:1106.4435
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Table 11: Average double misID probability for exclusive B0
(s) ! h+h

0� decays and for
the inclusive combination of them, for the two series of single particle misID probabilities
avalilable.

dataset B0
s ! K+K� B0

s ! ⇡+K� B0 ! K+⇡� B0 ! ⇡+⇡� B0
(s) ! h+h

0�

10�4 10�4 10�4 10�4 10�4

Hlt1TIS 1.19± 0.05 0.82± 0.05 0.84± 0.05 0.52± 0.03 0.88± 0.04
TrackAllDec 1.16± 0.04 0.79± 0.05 0.81± 0.04 0.50± 0.03 0.86± 0.03

DLL(K � ⇡) < 10 and DLL(µ� ⇡) > �5
Hlt1TIS 0.065± 0.006 0.146± 0.008 0.146± 0.008 0.334± 0.014 0.153± 0.008

trackAllDec 0.066± 0.005 0.148± 0.007 0.148± 0.007 0.323± 0.012 0.152± 0.007

7.2 Double misidentification probability551

The double fake rate has been estimated by convoluting the kaon and pion misID curves552

given above with the momentum and pT spectrum of the two hadrons of MC B0
(s) ! h+h

0�
553

decays, selected as described in Section 5. This has been done with a toy technique that554

takes properly into account the uncertanties on the fake rate in each of the 4⇥11 bins and555

the correlations between p and pT of both tracks. The average double misID probability556

for the exclusive B0
(s) ! h+h

0� decays is shown in Table 11 before and after the DLL557

selection described above, and separately for the Hlt1TIS and TrackAllDec samples.558

The average double misID for inclusive B0
(s) ! h+h

0� decays, ✏hh!µµ, is also shown in559

Table 11, and it has been obtained by weighting the values obtained for exclusive decays560

according to their relative production rate 11.561

Before DLL cuts, a double misID rate ✏hh!µµ = (8.6 ± 0.34stat ± 0.30syst) ⇥ 10�5 is562

measured, where the syst comes from the di↵erence between the results given in Table 11,563

plus an additional contribution coming from fit models. To compare with the result given564

in the previous analysis [22], ✏hh!µµ = (7.5 ± 0.5) ⇥ 10�5, we also evaluated the double565

misID with the same selection, that is GL > 0.5 and p > 5 GeV/c2, which gives a double566

misID ✏hh!µµ = (7.38± 0.25)⇥ 10�5.567

After DLL cuts, the double misID rate is reduced by more than a factor of 5, giving568

✏hh!µµ = (1.52± 0.07stat ± 0.07syst)⇥ 10�5.569

11The following branching fractions are assumed: B(B0 ! K+⇡�) = (1.95±0.06)10�5, B(B0 ! ⇡+⇡�)
= (5.13 ± 0.24)10�6, B(B0

s ! ⇡+K�) = (5.05 ± 1.0)10�6, B(B0

s ! K+K�) = (3.5 ± 0.7)10�5 and
fs/fd = 0.267± 0.021.

39

new! tighter PID requirement (reduction ∼1/6) 

Background:
combinatorial background (bb→µµX)
B→hh’ (h→µ mis ID)

µµ from elastic diphoton production                             
(PT(B)>500 MeV/c)

Exclusive decays: (irrelevant!)
Bs→µµγ, B+→π+µµ,Bc+→J/ψµν
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Figure 58: MC10 Drell-Yan Monte Carlo: Red markers: standard deviation of mtrue�mrec

. Black line is linear fit, blue line the power-law function used in the interpolation method,
solid blue line is the fit for [3–11] GeV/c2, dashed blue line for the whole range.
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Figure 59: Left: behaviour of mass resolution in the mass range from J/ to the Z0 with
power-law (blue) and linear function (black) superimposed; right: zoom between J/ and
⌥ (3S).

The power-law behaviour is also confirmed by a study in the Monte Carlo Drell-Yan1220

processes (see Fig. 58).1221

The zoomed range between J/ and ⌥ (3S) is shown in Fig. 59 (right) where both1222

the power-law and the linear fits are performed: the fit with a power-law function gives1223

a �2/ndof = 3.7/2 while the fit with a linear function �2/ndof = 16.3/3. The power-1224

law function clearly reproduces better the data also in the restricted range between J/ 1225

and ⌥ (3S). In the last row the results obtained in the 0.37 fb�1 dataset are shown for1226

comparison. In Table 31 the breakdown of the di↵erent components of the systematic1227

errors is detailed for the two fits.1228

Finally the mB0
s

and mB0 mass resolutions are as follows:

�(B0
s ) = (24.8± 0.3stat ± 0.7syst) MeV/c2 (18)

�(B0) = (24.3± 0.3stat ± 0.6syst) MeV/c2

86

BDT vs Mass:
Divide BDT and mass plane in bins
estimate number of background and 
signal (for each BR) events in each bin
Use CLs method!

new! binning,optimized using MC toys!

Mass:
signal: CB shape

central values B→hh fit
resolution: interpolation between 
µµ resonances J/ψ, Ψ(2S), ϒ(1S,2S,3S)

bkg: exponential fit in bins of BDT

Introduction Analysis Strategy Selection BDT Binning Calibration Normalisation Upper Limits and B Conclusion

Binning

Why a new binning

Usual binning defined for the 37 pb�1analysis:
now 30 times more integrated luminosity
New selection raising up the overall S/B ratio.

Look for the binning that maximises the sensitivity in the CLs method.
Compare data to B (S+B) hypo with the test stat. Q = P(d,s+b)

P(d,b)

The more the Q of two hypotheses are separated,
the more sensitive the analysis.



Figure Of Merit:
�LQ = 2 ln Qmed

SB � 2 ln Qmed
B

Wilk’s theorem:
p

�LQ ⇠ n�

e.g. �LQ = 9 ! 3�

Mathieu Perrin-Terrin CPPM Opening the bsmumu box Jan 13th, 2012 47th Software Week 10 / 36

Introduction Analysis Strategy Selection BDT Binning Calibration Normalisation Upper Limits and B Conclusion

Optimal Binning
Look for the binning that maximises �LQ:

8 BDT bins:
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The new binning improves the �LQ by 14% wrt the old binning

(BDT ⇥ mass) �LQ
New Binning (8⇥9) 9.16
Old Binning (4⇥6) 8.04

The new binning could open the way to a 3� observation!!

Mathieu Perrin-Terrin CPPM Opening the bsmumu box Jan 13th, 2012 47th Software Week 11 / 36
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Combinatorial background BDT and mass calibration
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TABLE I. Expected combinatorial background events, expected peaking background (B0
(s) ! h+h

0�) events, expected signal

events assuming the SM B prediction, and observed events in the B0
s

! µ+µ� and B0 ! µ+µ� search windows, in bins of
BDT.

Mode BDT bin 0.0 – 0.25 0.25 – 0.4 0.4 – 0.5 0.5 – 0.6 0.6 – 0.7 0.7 – 0.8 0.8 – 0.9 0.9 – 1.0

B0
s

! µ+µ� Exp. comb. bkg 1889+38
�39 57+11

�11 15.3+3.8
�3.8 4.3+1.0

�1.0 3.30+0.92
�0.85 1.06+0.51

�0.46 1.27+0.53
�0.52 0.44+0.41

�0.24

Exp. peak. bkg 0.124+0.066
�0.049 0.063+0.024

�0.018 0.049+0.016
�0.012 0.045+0.016

�0.012 0.050+0.018
�0.013 0.047+0.017

�0.013 0.049+0.017
�0.013 0.047+0.018

�0.014

Exp. signal 2.55+0.70
�0.74 1.22+0.20

�0.19 0.97+0.14
�0.13 0.861+0.102

�0.088 1.00+0.12
�0.10 1.034+0.109

�0.095 1.18+0.13
�0.11 1.23+0.21

�0.21

Observed 1818 39 12 6 1 2 1 1

B0 ! µ+µ� Exp. comb. bkg 2003+42
�43 61+12

�11 16.6+4.3
�4.1 4.7+1.3

�1.2 3.52+1.13
�0.97 1.11+0.71

�0.50 1.62+0.76
�0.59 0.54+0.53

�0.29

Exp. peak. bkg 0.71+0.36
�0.26 0.355+0.146

�0.088 0.279+0.110
�0.068 0.249+0.099

�0.055 0.280+0.109
�0.062 0.264+0.103

�0.057 0.275+0.108
�0.060 0.267+0.106

�0.069

Exp. cross-feed 0.40+0.11
�0.12 0.193+0.033

�0.030 0.153+0.023
�0.021 0.136+0.017

�0.015 0.158+0.019
�0.017 0.164+0.019

�0.017 0.187+0.022
�0.020 0.194+0.036

�0.033

Exp. signal 0.300+0.086
�0.090 0.145+0.027

�0.024 0.115+0.020
�0.017 0.102+0.014

�0.013 0.119+0.017
�0.015 0.123+0.016

�0.015 0.140+0.019
�0.017 0.145+0.030

�0.026

Observed 1904 50 20 5 2 1 4 1

]-9) [10-µ +µ → 
s
0B(B

1 2 3 4 5 6 7 8 9

C
Ls

0

0.1

0.2

0.3
0.4

0.5

0.6

0.7
0.8

0.9

1

LHCb

]-9) [10-µ +µ → 
d
0B(B

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8

C
Ls

0

0.1

0.2

0.3
0.4

0.5

0.6

0.7
0.8

0.9

1

LHCb

FIG. 2. CLs as a function of the assumed B under the hypothesis to observe a combination of background and signal events
according to the SM prediction for B0

s

! µ+µ� (left) and B0 ! µ+µ� (right). The long dashed black lines are the medians
of the expected CLs values. The green (grey) areas cover the region of ±1 � of compatible observations. The dotted blue line
are the observed limits. The observed upper limits at 90% and 95% C.L. are also shown as dashed and solid red (black) lines
respectively. Their continuations (brown in color) indicate the expected limits.

TABLE II. Expected and observed limits on the B0
(s) ! µ+µ�

branching fractions.

mode limit at 90% C.L. at 95% C.L.

B0
s

! µ+µ� expected bg+SM 6.3⇥ 10�9 7.2⇥ 10�9

expected bg only 2.8⇥ 10�8 3.4⇥ 10�9

observed 3.8⇥ 10�8 4.5⇥ 10�9

B0 ! µ+µ� expected 9.1⇥ 10�10 11.3⇥ 10�10

observed 8.1⇥ 10�8 10.3⇥ 10�10
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1-CLb = 0.18

1-CLb =0.60

BR estimation:
simultaneous unbinned LL fit to the mass to the 8 BDT bins

expected BR from minimum of the LL and error from ΔLL=0.5, coverage BR [0,SM] 82%

B(Bs→µµ) < 4.5 10-9 at 95% CL B(B→µµ) < 10.3 10-10 at 95% CL

best  limit!

B(Bs→µµ) = (0.8+1.8-1.3) 10-9
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TABLE I. Expected combinatorial background events, expected peaking background (B0
(s) ! h+h

0�) events, expected signal

events assuming the SM B prediction, and observed events in the B0
s

! µ+µ� and B0 ! µ+µ� search windows, in bins of
BDT.

Mode BDT bin 0.0 – 0.25 0.25 – 0.4 0.4 – 0.5 0.5 – 0.6 0.6 – 0.7 0.7 – 0.8 0.8 – 0.9 0.9 – 1.0

B0
s

! µ+µ� Exp. comb. bkg 1889+38
�39 57+11

�11 15.3+3.8
�3.8 4.3+1.0

�1.0 3.30+0.92
�0.85 1.06+0.51

�0.46 1.27+0.53
�0.52 0.44+0.41

�0.24

Exp. peak. bkg 0.124+0.066
�0.049 0.063+0.024

�0.018 0.049+0.016
�0.012 0.045+0.016

�0.012 0.050+0.018
�0.013 0.047+0.017

�0.013 0.049+0.017
�0.013 0.047+0.018

�0.014

Exp. signal 2.55+0.70
�0.74 1.22+0.20

�0.19 0.97+0.14
�0.13 0.861+0.102

�0.088 1.00+0.12
�0.10 1.034+0.109

�0.095 1.18+0.13
�0.11 1.23+0.21

�0.21

Observed 1818 39 12 6 1 2 1 1

B0 ! µ+µ� Exp. comb. bkg 2003+42
�43 61+12

�11 16.6+4.3
�4.1 4.7+1.3

�1.2 3.52+1.13
�0.97 1.11+0.71

�0.50 1.62+0.76
�0.59 0.54+0.53

�0.29

Exp. peak. bkg 0.71+0.36
�0.26 0.355+0.146

�0.088 0.279+0.110
�0.068 0.249+0.099

�0.055 0.280+0.109
�0.062 0.264+0.103

�0.057 0.275+0.108
�0.060 0.267+0.106

�0.069

Exp. cross-feed 0.40+0.11
�0.12 0.193+0.033

�0.030 0.153+0.023
�0.021 0.136+0.017

�0.015 0.158+0.019
�0.017 0.164+0.019

�0.017 0.187+0.022
�0.020 0.194+0.036

�0.033

Exp. signal 0.300+0.086
�0.090 0.145+0.027

�0.024 0.115+0.020
�0.017 0.102+0.014

�0.013 0.119+0.017
�0.015 0.123+0.016

�0.015 0.140+0.019
�0.017 0.145+0.030

�0.026

Observed 1904 50 20 5 2 1 4 1
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FIG. 2. CLs as a function of the assumed B under the hypothesis to observe a combination of background and signal events
according to the SM prediction for B0

s

! µ+µ� (left) and B0 ! µ+µ� (right). The long dashed black lines are the medians
of the expected CLs values. The green (grey) areas cover the region of ±1 � of compatible observations. The dotted blue line
are the observed limits. The observed upper limits at 90% and 95% C.L. are also shown as dashed and solid red (black) lines
respectively. Their continuations (brown in color) indicate the expected limits.

TABLE II. Expected and observed limits on the B0
(s) ! µ+µ�

branching fractions.

mode limit at 90% C.L. at 95% C.L.

B0
s

! µ+µ� expected bg+SM 6.3⇥ 10�9 7.2⇥ 10�9

expected bg only 2.8⇥ 10�9 3.4⇥ 10�9

observed 3.8⇥ 10�9 4.5⇥ 10�9

B0 ! µ+µ� expected 9.1⇥ 10�10 11.3⇥ 10�10

observed 8.1⇥ 10�10 10.3⇥ 10�10
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Implications 

David Straub, Rencontres de Moriond EW, La Thuile (2012) 

•  There are NP models where BR(Bs���) is even reduced wrt SM 
•   Important to measure the ratio of BR(Bs���)/BR(Bd��� )  

2012.05.21            ����  
 

Results strongly constrain NP scenarios

But some NP models predict lower B than the SM one

See: D. Straub, EW Moriond, 2012

excluding in NUHM 

exclusion of several NP models



Conclusions

LHC and LHCb performing beautifully

LHCb has an intense program on RD searches:

Results with 1 fb-1

ACP with B→K*γ

B(Bs→𝜙µµ)/B(Bs→J/ψ𝜙)

Update of B→K*µµ angular analysis

Measurement of Isospin Asymmetry

Update B(s)→µµ

Other analysis not covered here: B+→π+µµ, B(s)→µµµµ, ... 

Everything in agreement with SM, no NP found (yet) in the key channels!

We still look for NP smallish effects...

21

B(Bs→µµ) < 4.5 10-9 at 95% CL

B(B→µµ) < 10.3 10-10 at 95% CL

5 Results and conclusions146

In 1.0 fb�1 of pp collisions taken with the LHCb detector at a centre of mass energy ofp
s = 7 TeV, the direct CP asymmetry in the B

0! K

⇤0
� channel has been measured to

be
ACP (B

0! K

⇤0
�) = 0.008± 0.017(stat)± 0.009(syst), (12)

in agreement with the SM expectation, �0.0061 ± 0.0043 [6]. This is the most precise147

measurement of the direct CP asymmetry in the B

0! K

⇤0
� decay to date.148
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[10] T. Sjöstrand, S. Mrenna, and P. Z. Skands, PYTHIA 6.4 Physics and Manual, JHEP173

0605 (2006) 026, [arXiv:0603175].174

8

Nobserved⇥ (Nobserved+ NB⇥NA

NC )�1, where Nobserved = NA+NB+NC. Using this technique the trigger87

e�ciency of the control channel B0

s ! J/ � can be extracted, whereas for B0

s ! �µµ the yields88

are not su�cient for this technique to work. The trigger e�ciencies for the control channel obtained89

from data and from simulation are in good agreement, which validates using MC to calculate the90

e�ciency for B0

s ! �µµ events. The di↵erence is assigned as systematic uncertainty for each q2 bin.91

For the entire range of q2 we find:92

"triggerJ/ �

"trigger�µµ

= 1.038± 0.037 (6)

93

where the error is systematic. It is the combination of the uncertainty derived from di↵erences94

between MC and data described above, and the uncertainty due to slight changes in the trigger95

conditions throughout the 2011 data taking period. The outcome of each q2 bin is listed in Table 2.96

Table 2: Summary of all signal yields and e�ciency ratios in di↵erent bins of q2.

q2 bin (GeV2/c4) N�µµ "geoJ/ �/"
geo

�µµ "rec&sel

J/ � /"rec&sel

�µµ "triggerJ/ � /"trigger�µµ

0.00 < q2 < 2.00 9.8 ± 3.4 0.943 ± 0.010 1.003 ± 0.068 1.182 ± 0.042
2.00 < q2 < 4.30 7.3 ± 2.9 1.002 ± 0.007 1.012 ± 0.069 1.119 ± 0.040
4.30 < q2 < 8.68 17.0 ± 4.5 1.018 ± 0.010 0.989 ± 0.067 1.052 ± 0.037
10.09 < q2 < 12.86 17.2 ± 4.6 0.991 ± 0.007 1.038 ± 0.070 0.970 ± 0.034
14.18 < q2 < 16.00 14.7 ± 4.1 0.979 ± 0.003 1.281 ± 0.087 0.934 ± 0.033
16.00 < q2 < 19.30 12.0 ± 3.4 0.990 ± 0.007 1.682 ± 0.114 0.904 ± 0.032
1.00 < q2 < 6.00 15.9 ± 4.3 1.003 ± 0.007 1.011 ± 0.069 1.104 ± 0.039

5 Results97

Using Equation 1 and combining the results of Section 3 and 4 together with the PDG value for98

B(J/ ! µ+µ�) = (5.93± 0.06)⇥ 10�2 [6], we derive the integrated ratio of branching fractions:99

B(B0

s ! �µµ)

B(B0

s ! J/ �)
= (0.556± 0.069(stat)± 0.043(syst)± 0.006(B))⇥ 10�3

100

where the first error is statistical, the second error is systematic and the third error is due to the101

uncertainty on B(J/ ! µ+µ�). The results for the di↵erent bins of q2 are listed in Table 3. The102

results for the di↵erential branching fractions for B0

s ! �µµ with respect to q2 is shown in Figure 3.103

A breakdown of the total systematic error of the result can be seen in Table 4.104

6 Conclusions105

The discrepancy between the relative branching fraction measured by LHCb and by CDF is less than106

3� [3]. The absolute branching fraction of B0

s ! �µµ is obtained by replacing the control channel’s107

branching fraction with the corresponding PDG value B(B0

s ! J/ �) = (1.4± 0.5)⇥ 10�3 [6]. The108

result is B(B0

s ! �µµ) = (0.778± 0.097(stat)± 0.061(syst)± 0.278(B))⇥ 10�6.109

5

an ensemble of simulated experiments. The SM prediction for the angular observables,103

and the prediction rate-averaged over the q2-bin, are also indicated on the figures. No104

SM prediction is included for the region between the cc resonances where the assumptions105

made in the prediction break down. No theory band is included for AIm, which is expected106

to be small, O(10�3) [3], in the SM. The theory predictions are described in Ref. [15] (and107

references therein).108

6 Zero-crossing point extraction109

In the SM, the forward-backward asymmetry of the dimuon system changes sign at a110

well defined point in q2, that is largely free from form-factor uncertainties. The zero-111

crossing point in data is extracted using an “unbinned-counting” technique, where the q2
112

distribution of forward- and backward-going candidates is extracted separately from the113

data using unbinned maximum-likelihood fits to the K+⇡�µ+µ� invariant mass and q2
114

distributions. The distribution of forward- and backward-going events in q2 is shown in115

Figs. 15(a) and (b). The q2 distribution is limited to 1.0 < q2 < 7.8 GeV2/c4, far from116

the photon-pole and cc resonances. The forward- and backward-going distributions as a117

function of q2 are properly normalized and subtracted to extract the zero-crossing point.118

The method is described in more details in [16]. The AFB obtained by this “unbinned119

counting” method is shown in Fig. 16, for comparison the result of a simple counting120

method is also shown. The zero-crossing point is measured to be121

q2
0 = (4.9+1.1

�1.3) GeV2/c4 ,

where the uncertainty is estimated using a bootstrapping technique [17]. This should122

be compared to SM predictions in the range 4.0 - 4.3 GeV2/c4 [18–20]. The “unbinned123

counting” technique has been validated using simulated experiments based on the SM124

prediction. With equivalent sized data-samples, 80% of simulated experiments have a125

single, well defined, zero-crossing point.126

7 Systematic uncertainties127

For the determination of AFB, FL, AIm and S3, the dominant sources of systematic un-128

certainty are related to the uncertainty on the event-by-event acceptance and on the129

modelling of the signal and background line-shapes. The uncertainty on the acceptance130

is explored by coherently varying the event-weights and repeating the fit for the angular131

observables. Uncertainties on the data-MC corrections (see Sect. 3) are also considered132

and indirectly cause a variation of the event-weights. For example the ratio of track-133

ing e�ciency between data and MC is fluctuated within its measured uncertainty. The134

systematic uncertainty on the angular observables is typically small compared to the135

statistical uncertainty.136

An additional systematic uncertainty has been assigned to account for the possible137

contribution from a S-wave K+⇡� system to the B0! K+⇡�µ+µ� decay. This has been138
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